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ABSTRACT

An equipment model has been developed for the low pressure chemical vapor depo-
sition (LPCVD) of polycrystalline silicon iu a horizontal tube furnace. The model
predicts the wafer-to-wafer deposition rate down the length of the tube. Inputs to
the model include: silane flow rates from three injectors, injector locations, loca-
tions of and temperatures at three thermocouples, operating pressure, the number
of wafers, wafer diameter, the location of the wafer load, and other physical di-
mensions of the furnace such as tube length, and in:-. giameter. The model is
intended to aid the process engineer in the operation of equipment, including the
selection of optimum process parameters and process control based on measured
depositicn thicknesses. The model is also flexible enough to aid in the design of
new equipment.

The one dimensional finite difference mode} encompasses the convective and dif-
fusive fluxes of silane and hydrogen in the annular space between the wafer load and
tube walls. The reaction of silane is modeled, with full account taken of the genera-
tion and transport of hydrogen. Kinetic and injection parameters in the model were
calibrated using a series of nine statistically designed experiments which varied four
parameters over three levels. The model accurately predicts the axial deposition
profile over the full range of experimentation and demonstrates good extrapolation
beyond the range of experimental calibration. The model was used to predict a
set of process parameters that would result in the least variation of deposition rate
down the tute. The predicted parameters agree well with experimentally deter-
mined optimum conditions.
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Figure 1: Schematic of LPCVD reactor.

1 INTRODUCTION

1.1 Motivation and Background

Low pressure chemical vapor deposition (LPCVD) of polysilicon in tubular hot-wall
reactors has become a wide spread process in the manufacture of semiconductor de-
vices. The proliferations of this process over previous atmospheric cold-wall pressure
CVD is due to the ability to process larger quantities of wafers with better unifor-
mities across wafers and wafer-to-wafer uniformities without a significant loss (5 to
10 times less) in growth rates. The low pressures (0.2-1 torr) increase the diffusion
coefficient by three orders of a magnitude making the process reaction rate lim-
ited. A potential problem is the accumulation of silane at the reactor walls causing
prticulates and undue stress on the process tube. This problem can be avoided by
adding a liner inside the process tube which can be easily removed and replaced for
periodic cleaning.

The BTU Engineering/Bruce System 7351C horizontal, hot-wall furnace is a
typical commercial reactor used for the LPCVD of polysilicon, schematically shown
in Figure 1. The process area consists of a quartz process tube surrounded by a
three zone heating coil with a quartz liner inside the process tube. The wafer load
is inserted and removed on a silicon carbide cantilever attached to the front door

of the reactor. The wafer load rests in quartz boats and is situtated concentrically
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in the tube so that the wafers are perpendicular to the main gas flow. The vacuum
is pulled from the source! end of the tube. Gas (pure silane, SiH,) can be injected
through three injectors - fixed load end - and two moveable injectors - which are
usually situated in the center and source zones. The temperature of the zoned
heater is controlled during deposition by three thermocouples which are situated
in a qurrtz sheath inside the process tube and are individually located near the
beginning of the wafer load, in the center, and near the end of the wafer load.
These parameters are necessary inputs to an equipment model.

At present, processes are designed by empirical rules. Current process specifica-
tions require across wafer uniformities on the order of £2% and across wafer load
uniformities of =5%. Equipment specifications claim that across wafer uniformities

of +£1% and across wafer load uniformities of £3% can be produced. Obtaining the

equipment paramter settings to achieve these process specifications is an expensive

and time consuming chore based on trial and error experimentation inside a small
operating regiue in which the equipmeint and process is well behaved. Investigation
of operating regimes outside the empirical “envelope” is a prohibitively expensive
task. As device specifications become ever more stringent, process specifications will
be more difficult to meet. Equipment models are the most cost effective method to

achieve the necessary goals of equipment operators and equipment designers.

1.2 Related Work

Many studies have been conducted to advance the physical understanding of the
LPCVD of polysilicon. Hitchman [1] derived a basic linear model of the LPCVD
reaction kinetics. Van Den Brekel [2] and Claassen (3] investigated the LPCVD re-

action chemistry for polysilicon and developed an understanding for the main effects

1Throughout this paper the furnace will be referred to in three sones: the load sone, front area

of the furnace where the walers are inseried and removed; the source sone, which is the area at the

rear of the tube, and the center sone.




of the reacton chemistry as supported by experimental observations. Middleman

. [4] developed a numerical model for the mass transport in an annular LPCVD reac-
tor. He showed the effect of including diffusion aiong with the gas convection and

that the flow in the annuiar region was insufficient to create significant circulating

flows between the wafers. The above studies were invaluable to the the physical
understanding of the LPCVD process.

The most complete equipment models developed have been based on two very
different premises: numerical solutions of the system physical representation; and
expert systems mainly based on empirical rules. A numerical model for the LPCVD
of polysilicon was developed by Jensen [5,6]. This model embodies the most ad-
vanced reaction kinetic model derived from the studies of Van Den Brekel (2] and
Claassen 3] with a gas flow model dependent on the system geometry. The model
predicts the axial deposition profile for polysilcon deposition for a ramped temper-
ature processes in which there is8 no gas injection other than at the load end of

. the furnace. It is important to note that, although the model is able to predict
the axial profiles for which it was tested, the model and data were not run with
the same equipment parameter settings. The expert sytem approach most recently
developed at Berkeley (7] for the LPCVD of doped polysilicon. The expert system
partitions the deposition process goals into six modules for determination of the
resitivity, thickness, uniformity, grain size, fiim stress, and a support module. Each
individually search a data base of empirical rules for the correct equipment settings
to meet the process specifications. The expert system is limited to operation in
a small operating window in which it has empirical knowledge and would benefit
from an inclusion of equipment noise parameters such as temperature fluctuations

or gas flow variations for uniformity analysis.
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Figure 2: Generic representation of an equipment model.

2 NEED FOR EQUIPMENT MODELS

2.1 Definition and Configuration

In the most general sense, an equipment model is a body of knowledge which pro-
vides predictions about the outputs from a unit manufacturing process, given in-
formation about the inputs to the process. Figura 2 illustrates a generic equipment
model with outputs and two classes of inputs, the process parameters and the dis-
turbances. The process parameters are those parumeters that we exercise direct
control over, for example, temperature, pressure, gas flow rates. The dist erancres
are those inputs to the process which are subject to unintended and undesired vari-
ations. In some cases, the magnitude of the disturbances can be monitored, while in
other cases they cannot. Examples of disturbances include variations in the proper-
ties of incoming material and variations in the process parameters themselves. The
alternate labels presented in parentheses ir Figure 2, (control factors, noise factors,
response factors) are the corresponding terminology used by Taguchi [8] to describe
manufacturing processes.

At a minimum, a competent equipment model must provide information about
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the ouputs given information about the process parameters. A more useful model,
will also include predictions about the effect of disturbances. It is vital that the
model provide information about the variation of the outpats and the dependence of
this variation on the process paramters and the disturbances. The variations might
include across the wafer variation, wafer to wafer variation, and batch to batch
variation. A competent model might address all three classes ¢ variation, or might
focus on the most important class as indicated by experience. Accurate predictions
about the process mean are in general less important than accurate predictions
about variation, since in most processes the mean can be adjusted to its target
value without a substantial defect on variation. An example of such an adjustment
would be the length of time in an LPVCD deposition. Occasional exceptions to this

generalization will require that the model accurately predict the mean as well.

2.2 Usges for Equipment Models

Equipment models can be used to aid in the operaticn of existing equipment, ox
in the design of new equipﬁent. The two classes of uses, will require models of
scmewhat different construction.

In the area of operations, equipment models can be used to optimize the op-
eration of a process. Typically, the model would be used to find a set of process
paramters which result in the least variation of the outputs. Such optimization
procedures might be used in lieu of experimental optimization, but would more
typically be used to focus attention on the most suitable range of operation with
final adjustments performed experimentally. If the equipment model includes pre-
dictions of the effective disturbances, the optimization proceduvre using the model
can inciude minimization of the effect of the disturbances. This is an especially
valuable approach to optimization, since including disturbance factors in an exper-
umental program would invoive an enormcus number of experimental points.

¥quipment models can also be used for on-line quality contol or process control.
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Having selected the operation point in the optimization procedure, the model can
now serve to guide adjustments made locally around the operating point. For
example, as an LPCVD tube drifts with build up from successive runs, the model
can be used to predict the changes in gas flow rates needed to bring the results back
a, close as possible to the target.

A model which captures the effect of internal parameters such as geometric
dimensions, and choice of materials, can be used as a simulation tool for the design
of new equipment. Such a model can substantially reduce the development time for

new equipment.

2.3 Construction of Equipment Models

Equipment models may be constructed by two distinctly different approaches: phys-
ically based mechanistic modeling and statistical modeling. Each approach has its
distinct advantages. Physically based models have the advantage of broad applica-
bility, good extrapolation beyond the range of experimentai verification, and good
prediction of process sensitivities. Statistical modeling has the advantages of ease
of application and good absolute accuracy within the range of measurement.
Physically based models may be either clesed form or aumerical (finite element
methods, boundry element methods) in nature. Statistical models are most effec-
tively developed using techniques of statistical experimental design, such as Box
“factorial experimental design and response surfaces” (9] and Taguchi “orthoganal
array” (8]. The unifying feature of designed experiments is that all the parameters
of interest are varied simultaneously, in contrast to the more conventionzl one vari-
able at at time experimental techniques. In this way, the total experimental range

is explored with a minimum number of experiments.
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2.4 Goal of the Current Work

In current practice, the two approaches to model construction discussed above have |,
been followed independently. The broad goal of this work is to fuse the two methods
and gain the benefits of both.

In the current work, we have constructed a physically based model using finite
difference numerical methods. The model has four adjustable coefficients embedded
in it which represent areas of uncertainty about the physics. These coefficients have
been calibrated using a series of statistically designed experiments in order tc assure

wide range of application of the model with the minimuin nurcbe: of expeyimenta.
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3 MODEL DEVELOPMENT

3.1 Modeling Approach

The model consists of a one-dimensional representation of the LPCVD reactor for
polysilicon. The inputs to the model include: the physical dimensions of the pro-
cess area (i.e. liner diameter, process tube length, injector diameter); diameter
of the process wafers; position of the wafer load; flow rates from the three injec-
tors; positions of two of the injectors; temperatures and positions for each of the
profile thermocouples. The axial temperature profile is determined by a linear in-
terpolation of the temperatures for each of the therrnocouple sites. The axial flow
is mcdeled with a convection-diffusion representations incorporating area changes
due wafer load and a laminar, plug flow velocity distribution.

The model predicts the axial deposition profile of the polysilicon. This solution
is calculated uging a Newton-Raphsoa method on the center-difference numerical
representation of the one-dimensional system.

The following sections describe the analysis behind the assumptions in the model
and the manner in which it was constructed.
3.2 Process Physics

The process physics can be likened to a coupiing between a number of physical

mechanisms:
¢ introduction of gas into the furnace
e mass transport in the axial flow direction

e mass transport between the wafers

heat transfer

chemical reaction at the hot surfaces
14




3.2.1 Injected Gas Dynamics

The injector exit gas flow is a highly complex protlem. Due to the small injector
diameter (~ 4 mm) the velocities from the injectors are on the order of 0.5 x Mach 1.
It has also been shown (by a Poiseuille flow approximation in the injector) that
there is a large pressure drop at the injector exit. This indicates that there is
an extreme expansion wave at the exit of the injector [10]. From analysis of the
Reynolds number for the exit jet, the flow was shown to be turbulent (Re ~ 37).

The physical understanding of these systems is limited.

3.2.2 Axial Mass Transport

The relative importance of the convective flux to the diffusive flux is captured by
the Peclet number, Pe, = %4. Where V is the estimated average gas velocity in
the in the annular region (V ~ 200 cm/sec), d is a relative length on the order of
the furnace length (d ~ 200 ci}, and D is the diffusion coefficient at the operating
temperature and pressure (D ~ 6000 cm?/sec). Since this analysis shows the Peclet
number on be of the order of 6ne, both the convective and diffusive fiuxes must be
represented in the model.

An indication of the flow regime can be determined by the the Reynolds num-
ber, Re = L:—‘i. Where V is the estimated average gas velocity in the annular ze-
gion (V -~ 200 cm/sec), ¢ is the gas density {p ~ 2 x 10™* kg/m®%), d is a relative
length on the order of the furnace length (d ~ 200 cm), and u is the gas viscosity
(6 ~ 3 x 10°® kg/m sec). The Reynolds number was found to be on the order of
one. This indicates that a laminar low aprr~-imation can be made.

An analysis was conducted to estimate the effect of the volumetric increase of
gas due to the chemical reactions at the hot surfaces. The analysis consisted of a

hybrid Poiseulle flow approximation in the annular region accounting for possible

AV Bmcee e A2 PR e law) _ S P D IO DS B R
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negligible pressure drop down the length of the furnace. The pressure drop was on
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the order of 0.1% of the total pressure (~ 250 mtorr). This means that a constant

pressure assumption in the tube is valid.

3.2.83 Radial Mass Transport

The Peclet number can be used to indicate the relative importance of the convective
and diffusive terms in the radial direction by changing the relative order of the length
to that of the liner diameter (~ 21 cm) and estimating a radial velocity between
the wafers. Due to the symmetry of the wafer loading in the furnace any convective
flow between the wafers would be very small. From this analysis it can be seen
that the Peclet number is much less than one (Pe, <« 1), indicating that convective
transport is negligible as compared to the diffusive transport.

Another method of analysis of the radial mass transport effect can be done
through the Sherwood number, Sh = %. Where k is the mass transport coefficient
of the reaction from the Arrhenius reaction dependence (k ~ 8 x 10~® cm/sec), d
is a relative length on the order of the tube diameter (d ~ 20 cm), and D is the
diffusion coefficient (D ~ 6000 cm?/sec). The Sherwood number is also much less
than one (Sh « 1). This indicates that growth rate is reaction rate limited, or
that the diffusion time for the gases between the wafers is much smaller than the
reaction time at the wafer surface, indicating that the radial gas concentration can

be considered uniform.

3.2.4 Heat Transfer

An order of magnitude analysis for the relative importance of radiative to convective
heat transfer can be captured for small temperature variations as: 1‘:{1. Where
o is the Stefan-Boltzmaun’s constant {5.67x10"® W/m? °K*), T is the operating
temperature (T' ~ 898°K), d is a relative length on the order of the tube diameter
(d ~ .214 m), and k is the thermal conductivity of the gas (k ~ 2x107? W/m K).

-_—n .
o4 "0

) The analysis show that 25:° ~ 42 indicating that radiation is the dominant mode
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of heat transfer. This allows for an isothermal assumption in the radial direction.

$.2.5 Reaction Kinetics

The reaction kinetics involved in the pyrolysis of silicon from pure silane has been
studied [2,3] and the general consensus has been that the silane, SiH,, breaks down

in the gas phase as:

SiH((g) = SiH:(g) + Halg) (1)

The SiH; then adsorbs on the hot surfaces, silicon is deposited, and the by-product,
hydrogen, desorbs: ‘

e
S

SiHy(g) e SiH;(a) (2)

SiHz(a) = Si(s) + Hj(a) (3)

kq

ki
H;(a) = H;lg) (4)

kg
The reaction equation for the deposition of silicon from silane describing the above
chemical reaction equations and substantiated by experimental evidence was for-

mulated by Roenigk and Jensen [6] as:

R = kiXsig Crot [molSi]
1+ K, X5i8,Ciot + Kny/Crot (1 = Xsint,) '

Where Xgiy, is the molar fraction of silane, (1 - Xg;,) represents the molar fraction

()

m?sec

of hydrogen, C;, is the total concentration of the gases, K, and K, are the equi-

librium coefficients (adsorbtion to desorption) of silane and hydrogen and indicate

17
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a. Flat model. b. Ramp model.

the effect of silane and hydrogen concentrations on the silicon deposition, and k, is

an Arrhenius reaction rate dependence represented as:

e (422

Where k; is the Arrhenius reaction constant, AFE 4 is the activation energy, R is the

universal gas constant, and T is the temperature. This is the major contributor to .

the effect of temperature on the reaction.

3.3 Model Physics

The model captures the dominant characteristics of the afore mentioned physical
mechanisms znd the physical representation of the system.

Gas is injected through three injectors. The load injector, which is directed in
the flow direction, is modeled by a constant concentration distribution across the
tube cross-sectional area. This is possible because there are no wafers in the load
region and the gas will diffuse rapidly in the furnace. The two counter-flow injectors,
center and source, are modeled by incorporating as much physical knowledge of the
flow pattern as possible. Two empirical flow models where proposed: a flat injector
modei, Figure 3a, and a ramp modei, Figure 3b. The ramp model is more physicaily
representative because it incorporates the higher concentration of the gas at the

18




injector exit which would result form an expansion wave. The flat injector model
. gives an average approximation of the occuring exit jet phenomena. Choice of the
best injector spray model will be discussed in Section 5.2.

Due to the complexity of the flow physics the lenght of the injector spray was

left as an adjustable parameter:

I = conA Qinjected (7)

Where Qjnjcctea is the flow rate of the gas from the injector, con is an adjustable
parameter, A is the wafer spacing, and | represents the effective distance of the gas
spray. A linear relationship between the spray length and the flow rate was chosen
since the exact physics was too complex to determine the proportionality and a
linear relationship is more stable than other possible relationships.

Incorporation of the injector mode! into the LPCVD model was done by inte-
grating a silane generation term, ¥, over a transversal section of the tube to give

. ‘ an empirical, one-dimensional injector function: -
i F(2) = [ 7dL, (8)
[}

where L; is thé perimeter of the tube. This gives a one-dimensional embodiment of
the gas injection per unit length of tube area.

The axial mass transport in the furnace was modeled by a convection-diffusion
flow representation with a laminar, plug flew velocity distribution. The basis for
this representation arises from the analysis of the axial Peclet number (Pe, ~ 1)
and the Reynolds number (Re ~ 1).

The radial mass transport is neglected (Pe, < 1 and Sh « 1). This allows a
one-dimensional numerical analysis. Meaning that the gas concentratiocn at each
axial position in the furnace has a constant radial gas concentration.

Since the heat transfer is radiation dominated. as previonsly shown, an isother-

mal assumption cam be made in the radial direction. This decouples the temper-

19




ature from the model equations since only the axial temperature will effect the
diffusion couefficents of the gases and the gas densities.

The reaction model, Equation 5, is included as a silane depletion term in the
silane flux equation. The model is combined with a reaction area per unit length
term which includes the depletion maas from the wafer load and the hot-wall sur-
faces. This reaction area per unit length term was found by integrating the areas

of the wafer surface and the cylindrical wall surface:

2
R(2) 'Z(/A. RaAe + [ 244.) ©)
where A, is the area associated with the surface of the wafer and A; is the area

associated with a cylinder having a length A/2, where A is the wafer spacing, and

having & radius equal to the radius of the tube. The evaluation of the integrals give:

R=(rl+na) ZAER (10)

which can be written in a compact form as:
R=L.R . (11)

where L, is the effective reaction length defined as 2% (r3 + r,A). This is the one-
dimensional depletion term used in the model.

3.4 Mathematical Formulation

The model was formulated based on the convective and diffusive fluxes of the silane
and hydrogen gases and the stoichiometry of the chemical reaction:
v (N’gm.) =0
2\
v (N 3,) 0 (l‘l

Where Ns.-g‘ and ﬁg, are the hydrogen and silane molar flows. Proper boundary
corditions are coupled to tke above equations.

Aceuming that 7 is the coordinate along the tube and # is an inward normal
vector to the generic surface, the boundary conditions for silane are:

20




e at the wafer surface

‘ Nsig, A= -R (13)
¢ at the hot wall:
Ns;g..ﬂ =-R+ ?(i‘) (14)

where the term R is as formulated in Equation 5 and ¥(Z) takes empiri-
cally into account that siiane is injected into tke furnace as discussed is Sec-

tion 3.2.1.

¢ at the load zone:

Nsig‘.fl = éo‘-}o.ﬁ (15)

where V} is the gas velocity of the gas injected by the load injector and Co is

the molar density of the injected gas;

e and assuming that at the end of the tube there is no chemical reaction:

. ' ﬂﬂ =0 (15)

Oz
Similarly, the boundary conditions for hydrogen are:

e at the wafer surface and at the hot wall:
Ng,.f=2R (17)

where the 2 R results from the stoichiometry of the chemical reaction in which

for the every silicon molecule deposited two hydrogen molecules are generated;

o at the load zone:

—

k. NH,.FL =0 (18)

¢ and assuming that at the end of the tube there is no chemical reaction:

dCp, —

‘ =22 =0 (19)
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Next, the fluxes in Equation 12 can be combined as : Niot = Ns.-n. +1VH,, giving:
V (N“‘) = 0 (20)

With the boundary conditions defined by the linear combination of the afore men-
3 tioned boundry conditions.

Assuming now that:

N,
Nsig, = =Ciot DV Xsim, + Ciot (6‘—‘) Xsm, (21)
tot
and .
NH, - —C‘O(.DeXH, + Cgog (gtot) XH, (22)
tot

where N, [Ciot = V is the molar average velocity of the gas and Cy,s = Csig,+Ch,.
The model, coupled with the boundary conditions previous!y introduced, can be

stated as:
v ("Ctotpex.ﬁﬂ. + CtoQVXSiH.) =0

- 3
V (—C.,.DVXE, + C.,‘VXH,) =0 (2 )

This model consists of a system of elliptic partial differential equations which can
be solved numerically.
Equation 23 can be reformulated to take advantage of more effiecient numerical

techninues, Since:

v (CiuV) =0 (24)
and with the proper boundary conditions:
V (=CiuD¥(Xsin, + Xm,) + CeaV (Xsimr, + X)) = V (Ceat V) (25)

It follows that the solution can be obtained in terms of one of the two concentrations

and the molar average velocity. The problem can thus be formulated as:

V(CuV)=0 (26)
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and

\vJ (-C.0¢D6Xsan. + Ctotv-.XSdH‘) =0 (27)

Frow the assumptions found in Section 3.2 the equations can be simplified to one-
dimensional form in the axial direction. Since, in the one-dimensional approxima-

tion, the gas flow is uniform acrose any radial area, Equations 27 and 26 can be

stated as:
d dXsin, dy
- g (AeDCEE 4 ACuGE Ko ) =~ (R=F () (29
and
d dy
-5 (A""CME) = (R + F(2)) (29)
where A, 8 the cross sectional flow area defined according to the position in the
tube and
di
- = A" (30)

is a potential flow approximation of the molar average velocity used for numerical

efficiency.

The boundary conditions associated with Equation 29 can be stated as:

d
— Atw |s=0 Ctot(2 = 0) (2%) = Qo (31)
=0

[+ 9

*
g

¥(L)=0 (32)

The first condition states that at the load zone the total gas velocity is determined
by the amount of silane iriroduced and the second condition sets the reference value

for the potential. The boundary conditions associated with Equation 28 are:

-t dX"' & ~ dw
- (AtwbtotD ;ZR + Atwutot‘E;-XSiH‘) 0 = QO (33)
and
dXSiHo ’
<_dz ).=L =0 (34)
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Which again state that the silane flow at the load zone is determined by the amount
of silane introduced through the load injector and that at the very end of the furnace
the silane concentration is constant. In these equations L is the length of the tube

and Qo is the quantity of SiH¢ introduced at the front of the tube for each time

unis.

3.5 Numerical Technique

The discretization of the equations consisted of a center difference method over a
one dimensional grid which consisted of N+1 grid points having coordinates z;, s =
1, N+1. Equations 28 and 29 were decoupled and then linearized using the Newton-
Raphson method, Appendix A. The resulting discretized equations were arranged
as tri-diagnol matrices and solved using a standard solving package. Included in
Appendix B is the code of the polysilcon model. The model is written in C with

two Fortran subroutines.

3.6 Adjustable Parameters

There are four adjustable parameters in the model which wiil be fit to experimental
data collected from a designed experitnent.

Three of the constants are in the reaction mode] depicted in Equation 5. They
are k,. K, , and K. These parameters are physical constants which arise from the
chemical reaction for the deposition of polysilicon. The Artkenius type dependency
of the reaction rate is found in k,, where k; from Equation 6 is to be extracted
from experimenta! data. The effects of the silane and hydrogen adsorption and
desorption on the growth rate are quantified by K, and K, respectively.

The fourth constant is ir. the empirical injector function for the spray length,

Equation 7.
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) Xgource
Experiment | Pressure| Q5,4 Qeonter (% of tute
Number {(mtorr) (% ot total) | (% of total) | length from center!

1 200 20 26.7 9

2 200 30 36.7 12
3 200 40 46.7 15
4 250 20 36.7 15
5 250 30 46.7 9

6 250 40 26.7 12
7 350 20 46.7 12
8 350 30 26.7 15
9 350 40 36.7 9

Figure 4: Taguchi Ly array.

¢ EXPERIMENTATION

4.1 Motivation

Careful consideration must be given to the design of a set of experiments. The pUi-
pose of the experiments must be clearly defined so that useful results are obtained.
The experiments in this work were necessary to celibrate and test the numerical
equipment model. Therefore, the design of the experiments had to investigate a
large operating space so that the mode! would be as accurate as possible. A second
consideration was the expense of each experiment. It was thus necessary to design a

set of experiments which would take into account both of the above considerations.

4.2 Experiment Design

A set of experiments was designed to calibrate and test the accuracy of the model.

The Taguchi Ly orthogonal array, developed by Genechi Taguchi i8], was chesen

for this experimential design, Figure 4. This design allowed the investigation of a

25




large operating space, with four equipment parameters at three levels, in only nine

experiments. The limitations of this design were that the four parameters would "

have to be independent of each other and that factor interactions could not be

studied from the results. These are not inhibiting limitations. Independent factors

can always be found or interacting factors can be combined into one independent

factor (12].

The choice of equiptnent parameters to be used as experiment factors was also

important. The model was developed to predict the axial deposition profile. To

verify the model, it was thus necessary to choose equipment parameters which had

a dominant effect on the axial deposition profile.

There are many equipment parameters which effect the axial growth profile.

These include:

. pressure variations

. flow rates from each of the three injeciors
3. temperature variations

4. off center of the cantilever or liner alignment, which would create a static
pressure differential across the wafers promoting convective flow between the

wafers
5. amount of prior deposition in the furnace
8. prior condition of the wafers

7. wafer thickness variations, causing temperature non-uniformities within the

wafers
8. thermocouple aging

. wafer spacing




e

10. exterior conditions, including humidity and temperature

Before the equiprnent parameters to be used as experiment factors where chosen it
was necessary to determine the effect of equipment noises on the deposition profile.
A set of parameter settings was found which gave a relatively flat profile. These
settings were the base line equipment settings. The furnace was run with these
gettings for a number of runs which spanned approximately 100,000 A of deposition
on the furnace walls. After a clean of the equipment, the base line was run again.
This set of experiments indicated that the repeatablity of the equipment was not
greatly effected by equipment noises. Figures of the measured data include error
bands for the experimental growth rates as determined from these experiments.

From these experiments, the four parameters considered to be the most domi-
nant as to affecting the axial growth rate and allowed 2ase of control by the operator
were: (1) pressure, (2) temperature, (3) gas flow rates from the three injectors, and
(4) positions of the two moveable injectors.

This gave seven parameters which could be varied. The Ly design only allowed
four. To quantify the the Arrhenius and equilibruim coefficients in the reaction
model, Equation §, the pressure was a necessary parameter. The second considera-
tion was that the parameters had to be independent of each other and the physical
limitations of the equipment had to be kept in mind. It was necessary to choose a
total flow rate which wouid allew the desired variation in the pressure. Based on
experience of the BTU Engineering staff, a flow rate of 150 sccm was chosen as the
total low. This meant that the three injector flow rates would be coupled. The load
and center injector flow rates were chosen as parameters, therby fixing the source
injector flow rate. The fourth parameter chosen was the source injector position.
Since the position of this injector effects the axial profile uniformity more than the

center injector positior.. The factors thus choszn were:

e pressure
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e load injector flow rate (Qi..i)

e center injector flow rate (Q.inter)

e position of source injector (X,ource)

Factor levels for the experiment factors were chosen based on the base line
settings. The high and low values for the levels were determined, based on the
prior experience of the BTU Engineering staff, to give a large representation of the
operating space for the furnace.

An independent set of experiments was conducted using flow through the load
injector only. These experiments were conducted to investigate the parameter in
the reaction model with the maximum amount of concentration variation. These

experiments are discussed in Section 5.3.

4.3 Procedure

The experiments were conducted in a commercial BTU Engineering/Bruce Sys-

terns 7351C horizontal, hot-wall reactor with three zone temperature control. The
equipment consisted of a 230/240 mm x 88.5 inch quartz process tube fitted with a
214/220 mm x 79 inch quartz liner. The furnace had a three zone heater with a 32
inch flat zone. The total ~fer load consisted of 150, 6 inch wafers, in six, 6 inch,
50 wafer quartz boats with 3/32 inches center to center spacing. Only 256 wafers
were inserted per boat giving a wufer spacing of 3/16 inches center to center. The
first and last boats were dummy boats. The production load thus consisted of 100
wafers in the center four boats.

The recipe used to run the furnace was the recipe which BTU recommends
for furnace operation when running a flat polysilicon process. The experiments
were run by varying parameters in the recipe according to the Ly experiment design

structure. The deposition time in each experiment was 75 min. Thirteen test wafers
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were inserted at locations 20, 26, 35, 45, 55, 85, 75, 85, 95, 105, 115, 124, a.nd 130

in the wafer load of 150 wafers (wafers 20 and 130 where in the dummy load).
These wafers were then measured with a nanospec and an ellipsometer. Mea-

surements were made at the tcp, bottom, center, left, and right of the wafers. The

average of these measurements was the growth attributed tc each of the wafers.

4.4 Experimental Process Optimization

The experiment factors from the Ly design were optimized according to Taguchi’s
signal-to-noise ratio (SN) criteria for “nominal is best.”

mean? )

SN = 10log ( ’ (35)
variance

The SN is calculated by determining the mean of the axial deposition profile and
calculating the variance of the measured data from this mean. The “nominal is
best” SN is used because the optimum deposition profile would be flat with the
least variance about the mean. This criteria for the SN gives a measure of the
relative flatness of the profile. The assumption is that the mean can be scaled to
the desired value. In this case, the mean can be scaled by time to obtain the desired
amount of total depostion.

Table 1 shows the calculated signal-to-noise ratios for the Lg. Figure 5 and Fig-
ure 6 indicate the profile differences between the best factor level set (Experiment
2) and the worst factor level set (Experiment 9).

Choice of the optimum factor level settings was determined by averaging the SN
for the experiments in which the particular factor level was used. For example, the
SN for experiments 1, 2, and 3 were averaged to obtain the relative SN attributed to
factor 1 level 1. The optimum .ettings were the factor levels with the largest SN’s.
Table 2 gives the optimum parameter levels determined by the anaiysis and Figure 7
sllows ihe corresponding deposition proilie using these settings. This optimum

profile is more axially uniform than the previous Ly experiments and the base line,
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Aversge Growth Rsts (A'win)

| Parameters
Runs|1|2|3| 4 | S/N
1 111111 1 §23.01
2 |112]|2] 2 (127.55
3 |1]3(3| 3 [18.61
4 j2]112] 3 §21.91
5 1212|3] 1 {20.89
6 (2!3|1; 2 §23.24
7 13[1(3| 2 (24.23
&8 3|21 3 (24.79
9 13|3{2{ 1 |17.30

Table 1: Signal-to-noise ratio results for Ly design.
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Figure 5: Depositicn prof!s with largest SN for Ly array.
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Figure 6: Deposition profile with Lowest SN for Lg array.

| Average Parameter S/N

(1) Pressure | (2) Q1| (3) Q¢
23.05 23.05 | 23.68
22.02 24.41 | 22.25
22.11 21.24
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Figure 7: Deposition profile for optimum factor levels.

thus indicating that the equipment was optimized.
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5 CALIBRATION OF CONSTANTS

5.1 Parameter Fit to Ly Array

The kinetic constants in the reaction rate model, Equation 5, and the injector con-
stant, Equation 7, were fit using a design optimization package called OPTDES
developed at Brigham Young University [13]. This package used a non-linear re-
duced gradient method to optimize a least square objective function. The objective
function included all nine experiments by summing the squared differences between
the 13 measured data values and the predicted values at the corresponding wafer
lcactions for each individual experiment in the Lo and then summing the values for
all nine experiments.

The constants obtained for the reaction model were:

ky = 1.202x10" exp (~18,500/T) mol/m?/s/atm
K, = 0.386x10°atm™!
K, = 1.904x1C%atm"'/?

"~ The kinetic constants found from this regression are substantially different from

those obtained by Roenigk and Jensen [6]:

k, = (1.6 £0.4)x10°exp (—18,500/T) mol/m?/s/atm
K, = (0.7+0.1)x10%m"!
Kx = (0.6 £0.3)x10%atm~"/?

Our kinetic constants indicate that hydrogen has a much greater effect in inhibiting
the reaction rate; K, is three orders of a magnitude larger. The Arrhenius constant
in k, is larger by an order of magnitude due tc the large increas of K,. We also
found that K, has relatively little effect on the predicted profiles in the range of
0.01 x 10® atm™?! to 1.0 x 10° atin~? since the denominator is dominated by the
effect of hydrogen. The activation energy in k,, Equation 6, was not fit to the data,

but was determined by other investigators [14].

33




The ramp injector gave slightly better maximization of the objective function
criteria. The injector fitting constant of Equation 7 was found to be 5.165. To give
an idea of what this means, for an injector flow rate of 60 std cm®/min the modeled

injected gas length is approximatly 3cm.

5.2 Choice of Injector Model

The choice of the model to represent the gas spray dynamics from the two moveable
injectors was done based on two criteria: a qualitative analysis of the injection
dynamics; and maximization of the least square objective function.

After the the model parameters were fit to the Ly data it was found that the
injector constant for the flat injector function was approximatly twice that of the
ramp function: 9.626 (flat) v. 5.165 (ramp). This is consistant with the idea that
the flat model represented an average approximation of the ramp model. The ramp
function gave a slightly larger objective function result, indicating that the variance
from the measured data was less for this function.

Since qualitatively the ramp function is more representative of the expected gas
dynamics and the objective function criteria was maximized for the ramp function,

the ramp function was chosen as injector model.

5.3 Calibration Check

To check the use of the Ly experiment set for calibration of the kinetic paramters
a “mini-experiment” matrix was designed to capture the main effects of the kinetic
parameters in Equation 5. The design consisted of three experiinents in which the
pressure and temperature were varied. In these experiments, the total flow was

introduced through the load injector only. This was done in order to maximize the

etfect of the ailane depletion and hydrogen generation on the deposition profile. The
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Figure 8: Second parameter fit of reaction model - Experiment 1.
) ‘ " constants found in the parameter fit to this data are:

k, 1.412x10'° exp (—18, 500/T) mol/m?/s/atm
K, = 0.368x10%atm™!
K, = 1.814x10%atm-!/?

These constants are very close to those obtained by the paramter fit to the L, design.
The difference in the predicted profiles can be seen in Figures 8 - 10, where the
predicted profiles with the respective constant fits are plotted versus the measured
data for each of the experiments from three experiment design. This small variation
in the two predicted profiles indicates that the Ly design was adequate to fit the
reaction kinetic parameters. From Figures 9 and 10, which were run at the same
pressure, but different temperatures, it can be seen that the activation energy used

is representative of the system.
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Figure 10: Second parameter fit of reaction model - Experiment 3.
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Figure 11: Experiment 1.
6 MODEL RESULTS

The predicted deposition profiles closely resemble the measured profiles. Figures 11
- 20 give the predicted deposition profiles for each of the Ly experiments and the
optimized parameter run according to the previous Taguchi analysis with the mea-
sured data. It is important to note that in each simulation, the model was
run with the same parameter settings as the equipment.

The primary purpose of our model is to predict the thickness variaton down
the length of the tube. Given a combination of process parameters (flow rates,
injector positions, pressure, temperature, etc.) a calibration experiment can be
run to determine the amount of time needed to determine a target thickness. The
predicted profiles are therefore normalized to the means of the respective runs.
Normaiizaiion was achieved by shifting the entire predicted curve by a multiplicative

constant equal to the ratio of the measured profile mean to the predicted profile
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Figure 20: Optimized factor levels.

mean for eack profile. In the worst case, Experiment 1, the mean of the predicted
profile was 10% lower than the mean of the experimental data. The average error
in the prediction of the mean depoeition rate was 5%. No systematic explanation
was found for the deviation in the mean growth rates.

The peaks in the predicted profiles are due to the approximation of the injector
gas spray. It should be noved that the predicted profiles give an accurate reprezen-
tation of the measured profiles except at positions localized above the injector exit
positions.

As a measurs of the accuracy of the model to predict the variations in the
equipment parameters, the signal-to-noise ratios, according to Equation 35, of the
measured prcfiles were plotted against the SN of the predicted deposition profiles,
Figure 21. A perfect correspondence woild have resulted in a line with a slope of

one and a y-intercept of tero. The results (slope = 1.05, y-'ntercept = -7.1) indi-

cate that ihe mnodel accurately predicts the effect of variations in the equipment
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parameters on the axial deposition profile. The slope shows that the mesured data
and predicted data correlate very well since they follow the same trend. The y-
intercept is a measure of a constant offset of the predicted data from the measured
data. Meaning, in this case, that the model predicts higher SN for each of the exper-
imants than those found from the measured data. This plot shows that the optimum
operating point, if determined from the experimental data, would be Experiment 2,
but if it was to be determined from the model predictions, Experiment 8 w_ould
be chosen. These values are very close, there is not much deviation from either of
these choices with respect to the profile flatness. The experiment optimized by the

Taguchi SN analysis is closest to Experiment 2.
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7 CONCLUSIONS

A model has been developed which predicts the wafer-to-wafer deposition rate of
polysilicon down the length of a horizontal tube furnace. Inputs to the model
include: silane flow rates from three injectors, two injector locations, locations of
and temperatures at three thermocouples, operating pressure, the number of wafers,
wafer diameter, the Jocation of the wafer load, and other physical dimensions of the
furnace such as tube length and liner diameter. The model construction consists
of a one dimensional finite difference numerical representation of the convective
and diffusive fluxes of silane and hydrogen. Silane is injected and hydrogen is
generated by reaction at the wafers and tube wall. The silane injection and mixing
was modeled with a ramp function which is an approximate model incorporating a
qualitative undereianding of the injection phenomena.

Parameters in the reaction kinetics model and injector function were fit to a set
of nine statistically designed experiments which varied four parameters, two injector
flow rates, one injector position, and pressure, over three levels. These parameters
were fit to all nine experiments in the design to give the best possible fit to all
the data. The reaction kinetic parameters were independently fit to a second set
of three experiments in which flow was admitted through only the load injector.
The experiments were designed to explore & different region of operation, spanning
a wide range of silane and hydrogen concentrations. The close correspondence
between the reaction parameters fit to each set of experiments demonstrated that
the model extrapolates well to regions beyond the scope of the initial experimental
space.

An extension of the model, which included equipment disturbances or noises,

was used to optimize the process by finding the settings at which the process was

most robust; that is, the settings which gave the flatest

the noises. The settings predicted by the model correspond very closely to an ex-

perimentally determined robust operating point as determined by a Taguchi signal-
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to-noise ratio analysis of the statistically designed experimental space.

For the process engineer, the model is well suited for process optimization.
Equipment and process disturbances can also be included to determine the most
robust operating point, as has been demonstrated. Furthermore, the mode! can be
extended for use in on-line quality control. Having optimized the operating point
by process optimization, the operator can use the model to correct the equipment
settings, based on product measurements, to maintain the required deposition spec-
ifications.

The equipment designer will find the model useful for testing new ideas in equip-
ment design. Minor extensions can be made to the model, such as adding injectors,

to determire the benefits of these changes withcut the cost of materials and exper-

irnentation.
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. A APPENDIX A - Numerical Technique
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In this Appendix, the numerical technigues for the solution of Equations 29 and

28 are presented and discussed. It is assumed that the equations are discretized

over a one-dimensional grid, which consists of N + 1 grid points having coodinates

2,8 =1, N + 1. The intervals defined by two grid nodes ¢ and s + 1 are referred to

by using the standard notation.

A.1 The total velocity equation

Equation 29 is a non-linear Poisson’s equation which can be solved using first-order

K finite-difference techniques. In order to explicit the non-linearity of this equation

we can reformulate Equation 28 and 29 as follows:

e asa first step it is possible to observe that if Ng;g, <« C,,,Difz—'i‘, %C;ong.'g.

then we have that Xs;g, =~ exp (%)

Generalizing the previous observation, in general we can change the variable

Xsig, into a new variable ¢ defined as:

¢ =y + Dlog Xs;n, {36)

which gives

Xs:p, = 5" . (37)

e Using this formulation, the recombination term can be expressed as a function
of the potential ¥ and the non-linear preblem solved by using the Newton-

Raphson method.

To do this we have to compute the derivative of the recombination term with
respect to the potential y:
dR _ R (1 _ CiaXsim (ks = ks (Cuo(1 = xs..,,‘)_}_:/’ 2\ -
1+ k3Ceot X5im, + ksy/Cear(1 — X5:m,) )

The Newton-Raphson method can be expressed as a succession of linear prob-

B dy D

lems. Assuming that ¥ = ¢° + Ay we get:

A, d dAy) dR d A
J _:i; (Amcgotz—) "‘E |¢° A'ﬁ = d_ (Atwcsat—d )+(R |¢° +F (z)) (39)

Z Z
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o The discretization of the previous equation gives for t = 2, N — 1:

AC: (=) (A%z8%int) _ 4, Cipn (ot (Rlinzle)

81 = Biay B—8..1 Sit1~ %= Eip1— 8
(45) lo A= -0 () (B522) + ()
A.'+1Cc+1( 2 ) (’s’*‘-’?) + (Ri lyo +F)

LTS St P} 41~ B

e The boundary conditions can be taken into account as:

— Boundary condition at the load zone for s = 1:

—Ai1Cis1 (*1"‘) (9_";‘1';9_'1) - (%) lgo AY; =

Her—% i1 =8

AcaCons (i) (B8E) + (B b ) + Qo (25)

Fit1— 8

(41)

— Boundary condition at the end of the tube. The determination of the

potential at node £ = N has to be done using the following equation:

AC; ( 2 ‘ (AW-A"'.“\ — AinCiny ( 3 \ ( -4 ) -

Nypr—8y=1/ Sy =841 J o o Al —8i-l, L St )
»‘ (£) Iyo At = —AC: (=) (“:::3;) + (42)
i ‘ Ais1Cin1 ( 2 ) ( 43‘) + (R |¢o +F) '

4p1-8i-y

18
A.2 The convection-diffusion equation

The discretization of the total velocity equation can be derived in two different ways:
either by assuming that the potential is linear over each element or assuming that
the velocity is constant over each element. While the two approaches are equivalent
in the total velocity equation, the discretization of the convection-diffusion equation
is different in these two cases. More technically, the assumption about the field can
be stated in a framework related to the mixed finite-element techniques. This
' approach is more useful for the convection-diffusicn equation since it allows the
imposition of the conservation of the masses in a very straightforward way.

Assuming that Ng:g, is constant over each element, we have:

dXsin, dy
K CtotD dz + CtotXSGH. dz =N (43)
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Multiplying each side of \l.c previous equation by exp(y/D) we obtain:

ol (Xsim,eB)
dz

NC% = (C‘O‘Ddxs‘;”‘

CtotXSoH.d )C% Cioi D (44)

Integrating both sides of the previous equation and taking into account that ¢ is

linear over each interval, we have:

v [ 5
N[+ et ("' ety ")) dz =

d xs.'u‘cﬁ (45)
f:+l CgogD dz

Evaluating the previous integrals, we have:

Ziyl —
Yiy1 -

Rewriting the previous expression and using for clarity X for Xg;g, we have that

NDEnZH -eb [[iv'= CuuD (Xsim,eB) I (46)

the flux over each element can be expressed as:

Cio i — i ; i
N G (x.~+l Yooy Y ¥ ) (47)
Lyt — 4 e -1 e -1
Defining
Biiy1 = "3_—3‘-",{3‘1‘1' (48)
c ——

we obtain that the flux going from node s+ + 1 to node s can be expressed as:

(’tot
Ziv1 —

N = (B..+1X.+1 ~ Biy1:Xi) (49)

The determination of the concentration C; can be obtained by imposing that the flux

entering into the “cell” surrounding node s is equal to the recombination-generation

term. In this way we have:

_ [(2":':!:101'3:1) Biis1 Xigr=BigyiXi ( 34,C; ) B.’-:,.'X.'-B.',.‘-nx.'-n] _
Biy1-8ic) 5y1—8 i41—8i- 88—}

(50
— (R — F(z:)) )

Since the previous equation is non-linear we can solve it iteratively by using a the
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‘ Newton method. Defining X = X° + AX, we have:

_ [(:A;.,,.CH..) Bii418Xip1=Eig18Xi ( 2AC; ) B.-'.,L‘AX;-B;,.-_IAX;_l] "
Bi41—%ia) ] Biy1—8i~) B—-8i-) !
(&) 1xo 6% = (51)
l134;0,C; Bi i1 X2 =Bi41.:X? 3A.C; Bie1,X?-Bii-1X%_,
+|(hnge) metmmens - (Sl St
- (R - F (%))

The boundary ccndition can be taken itto account as follows:

e at the load zone for s = 1:

_ 2A.-+;C.~+|) Bii+18Xi31-B8i41,8X; (Qi\ o
( 4158 841 —8 + d.X} Ixo AX, -

(MiniCon) BuonaXinPeniXl (g p (o)) + (22)

Rl 2 Sk St 20t ]} 41—

(52)

e at end of the tube for 1 = V we have that the transport is due to convective
effects only. This implies that the concentration at nodes N and N +1 is the

same and more precisely that the equation which determines the concentration

. at node N is:

- [(i_:“::lti.._:_-_t_:.) AX,—(—«:,-) _ (":;A-.f'.-‘) B.--...-AX.--B;,.-_,AX.-_;] +
(%) lx, AX; = (53)

3A4,C; X0y, 24,0; | Bin1iX?-Biio1XP_, ]
i\ 1;4:11::) Biti~% ('-'-H-‘li—x) l 5-5, l _LJ — (R - F(z))

By, 5 X —Bioy
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B APPENDIX B - Polysilicon Model Code
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In this Appendix the code for the polysilicon model is presented. The structure

O of the code is dapicted in Figure B.1. The main part of the code, including the
input routines, initial guecss, empirical setup of the injectors, and the aetup of the

tri-diagnol matrix is writtern in C. Two asubroutines used to solve a parameter in

the convection-diffusion equations, bernoulli.f - written by Roberto Guerrieri, and a

tri-diagnol matrix solver, dgtls.f - obtained fromm LINPACK, are written in Fortran.

The code presented also has a Ly inner array adapted to the main code. This

allowed for the optimization of the model parametars to al. nine of the experiment

runs.
B.1 Main Code Model Structure
While AY Determine
Inputs Initial Guess Growth Rates
and AX < ¢
at each wafer
Calculate F(2) ]
. Injection Function Determine Total Velocity
Coefticient Matrix End
Call Solver DGTSL
Yoow = Yoia * ay¥
Determine Convaection-Diffusion
Coefficient Matrix
1
Call Solver DGTSL
X..- - Xc.d L 3 .LX
| ‘ Figure B.l: Code Structure
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/* nubroutine for OPTDES */

¢include <stdic.h>
#include <wmath.r>

/* define the global constantas */

0dafine PI 4*atan(l.0)

ddefine aq(x) x*x

édefine cu(x) x*x"x

ddefine tras(x) x - floor(x)

¢define GC 8.2068-5 /* stm*n*3/gm mole*K */

/* This program io the core of & simulstor for the depostion of */
/* polysilicon 4in an annular diffuaion “urnace 4/

main(argc, argvi
int argc:
char *aryvi};

/* dafine variables to be used ¢/

FILE *sp, *fclose():
double ro(301), ql, qc. g8, t(301), p, pci, psi, pfirstw, 11, 1lid:
double f1, wdia, idia, D(301], k1[301), Ks[301), Kh(301], C_tot(301);
double F({3Cl), delw, delz, waferp, aw, a', cat, sat, Lr(3017, Atw(301):
double X[301), s1(301), del_si{301), del_X(301), max_del_si, max del X:
dovhle 1lpt, tl, cpt, tc, spt, ts;
douple ).inetica{), injesction(), init_guess(), velocity(), conv_diff();
double file ocut (), dgtsl_{), dberl ():
doub.e kkO, ks0, knO, Ea, con:
double tp(4]), tgl(4d), tqc{4], tpsil4]. sncount:
char input{100]):;
int N, nw, n, wafer[150], eentex_inject_slem, scuicu_inject_elem, i, outer:
int count, 1l16:
static ine 19{10)(5) = {

{0 ,0, 0, 0, 0!,

{0, 1, 1, 1, 1),

{0, 1, 2, 2, 2},

{0, 1, 3, 3, 3),

{0, 2, 1, 2, 3),

(0, 2, 2, 3, 1},

2, 2, 3, 1, 2%,

‘ol 3' 1' 3' 2)'

1
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.’

{0, 3, ¢, 1, 3),
(0, 3, 3, 2, 1},
}s

sp = fopen(®sn_out.dat", "w%);
fclose(sp):

/* number of alements in tubs N */
N = 299;
/* Anput the necessary parameters */

/* printf("Input the wafer diameter (mm): "); */
gets(input);
wdia = atof (input) / 1000.0; /* meters */

/* printf(®"Input the liner inner diameter (mm): "); =/
gets(input):
1lid = atof (input) / 1000.0; /* meters */

/* p:intt('input the totel length of the furnace (em): ®); */
gets(input);

£l = atof (input) / 100.0: /* maters */
delz = £1 / (N + 1); /* distance batwaen nodes v/

/* printf("Input the postition of the load thermocouple from the load and (cm): ")
gets (input);

lpt = atof(input) / 100.0: /* meters */

/* printf("Input the load control temperature (C): "); */
gets{input);

tl = atof (input) + 273.15; /* degrees Kelvin #*/

/* pzrincf("Input the position of the center thermocouple fxom the load end (em): *
gets(input):

ept = ato!(input) / 100.0; /* meters */

/* printf("Irnput the center control tcmpe::turi (Cy: ®);: =/
gets (input);

tc = atof(input) + 273.15; /* dagrees Relivin */

/* printf("Input the position of the source thermocouple from the load end (cm): "
gets(input):

spt = atof(input) / 100.0: /* meters */

/* printf("Inprt the source control tempersture (C): "); #/
gets (input);

ts = atof (input) + 273.15; /* dgrees Kelvin */

/* datermine the t{l1l) from a =300 C/m temperature loss slope */

if (zint(lpt/delz) == 0) {
lpt = 1pt + delz:

for (i = 1; i<erint (lpt/delz): 1i++) {
i2 ( rint (lpt/delz) == 1) {
t(i1) = ¢l:
}
else {

t(i] = ¢l + ((-300.°1pt)/(rint(lpt/delz) - 2))*(rint{lpt/delz) - {i);
)

}

/% tengeiatuis Setwoan 21 and ¢o w/

57




~r

{
t{i) @ tl + ((tc=tl)/(rint(cpt/delz)~rint(lpt/delz)))* (i - rint(lpt/daelz)::

for (ierint (lpt/dels); i<=rint(cpt/delz):iew)

/* temperature between tc and ts */
for (i=zint (cpt/delz);i<erint (spt/delsx) ;i++)

t{i) = tc + ((ts-tc)/(xint(spt/delz)~-zrint(cpt/delz)))* (i - rint(cpt/delz)):
}

/* temperatura between ts and the source end at =80 C/m */

for (i=zint (spt/delz); i<=(N+1l); d++) {
1¢ ( zint (spt/delz) == (N+l1) ) {
t(i) = ts;

else {
t(i] « ts + (-80*(fl-spt)/((N+l)-rint(spt/del2)))*(i ~ rint(spt/delz)):
}

}
/¢ w=e=e ¢nd tempearature profiling eeeemme */

/* printf("Input the total process pressure (torr): "); =/
gets(input)’
P = atof (input)/760.0; /* etm ¢/

/* calculate the silane density at pressure and tempezature */

for (i=1:i<=(N+l) :d++) {
ro(i} = p / (GC * t{i)): /* gm mole / m~3 ¢/
}

/* printf("Input the inner diameter of the injector (mm): ®); ¢/
gets{input):
idia = atof (input) / 1000.0: /* meters */

/* printf("Input the center injector positicn from load end (cm): ®); */
gets({input);
pci e atof(input) / 100.0; /* meters */

/* printf(®*Input the source injector position from load end (cm): ®): %/
gets(input);
psi = atof(input) / 100.0; /* meters v/

/* printf(®Input the number of wafers in the load: ). */
gets(input);
nw = atol (input): /* no units */

/* printf("Input the position of the first wafer from the load end (cm): %); */
gets(input):
pfirstw = gtof(input) / 100.0; /* maters */

/* printf("Input the length of the wafer load including boets (cm): ®); */
gets(input):
1l = atof(input) / 100.0; /* meters */

/* printf("Input the load injector flow rate (sccm): %); ¢/
gets(input)
ql = atof(input)*(1.0/p)*(t{1)/(25+273.15))*(1.0/(cu(1C9.0)})
*(1.0/60.0)*r0(1]:;
/* gm mole / sec */

/* printg("input the center injector flow rate (sccm): "); */




~—

g

tql(l) =

/* begin

gets (input):
i = rint(pci/delz):
qc = atof(input)*(l.

printf {"Input the
gets (input):
1 = rint/psi/dels):
qs = atof(input)*(1.

printf ("input k0:
gets (input);
kk0 = atof(input) *

printf ("input ka:
gets{input):
ksC = atof (input) *

printf ("input kh:
gets(dipui)
kh0 = atof(input) *

printf{"input Ea:
gets (input);
Ea = atof (input);

printf("input data file flag: ®); */
gets (input):;
outer « atoi(input):

printf("input con: ®); */
gets (input);
con = atof (input):
/* that is the end of the input */
/* set taguchi parumeters */
tpl(l) = .200:

.250;
.350;

30.
45.
60.

40.
5S.
70.

tpsi(l) = 113.347S;

tpsi[2]) = 118.4275;

tepai(3) = 123.5075;

taguchi 19

for (119 = 1:; 119 <= 9; 119++)
/* set the correct run parameters
outer = 119;

® +nl1Q0111Q1Y¢
S B A A

0/p)*(t(4]/(25+273.15))*(1.0/(cu(100.0))}
*(1.0/60.0)*z0o (4
/* ¢gm mole

source injector flow rate (sccm): ®); */
0/p)*(t(4)/(25+273.15))*(1.0/(cu(100.0)))

*(1.0/60.0)*z0(4):
/* gm mole / sec */




for (i=1;i<=(N+1);di+e) |
o{l} = p / (GC * t(i)): /* gm mole / m*3 */
)

qQl = tql{19{119){2))*(1.0/p)*(t([1])/(25+273.15))*(1.0/(cu(100.0)))
*(1.0/60.0)*ro0!1);
/* gn mole / sec */

4 = rint (pci/delz):
qc = tqc(19(119)(31)*(1.0/p)*(t(4)/(25+273.185))*(1.0/(cu(100.0)))
*(1.0/60.0)*zx0(4):
/* gm mole / seac */

psi ~ tpsifl9(119)(4))/100.0;
i » rint(psi/dels);
ge = (150.0-tql(19(119)(2))}~-Lqc(19(119)(3])))*(1.0/p)"
(t(4)/(25+273.15))*(1.0/(cu(100.0)))
*(1.0/60.0)*zo(4}:
/* gn mole / sec */

/* calculate necessary areas and reacticn length, all) units in meters */
delw = 11/ nw; /* artificial wafer spacing */
aw = PI * gq(wdia / 2.0): /* wafer area */
a8l = PI * sq(idia / 2.0): /* inject area */
cat = PI * sq(lid / 2.0): /* crass area of tube */
sat = P1 * (lid ) * £1; /* surface area of tube */
for (ie1; 4<=(N+1):; 1++) {
42 ( 4 < tloor(pfirstw/delz) || 4 > floor((pfirstw+ll)/delz) ) ({
Lz{i] » (2.0*PI/delw)*((14d/2.0)*delw); /" reaction length outgide
vafer region */
}
else
Lx{i) = (2.0*PI/delw)*(sq(wdia/2.0)+(14id/2.0)*delw); /* reaction length
in wafer reglon ¢/
)
/* calculate the Atw for each annular srea */
for (i1=1;4i<=(N+1l):4++) !
4f (4 < floor(pfirstw/delz) || 4 > floor((pfirstwesll)/delz) ) |{
Atw(i) @ cat; /* out of waffer region */
}
elas
Atw({i) = cat - aw; /* in wafer region */
/* end of arva and reaction length calculations */
/* calculate the poritions, from the load end, injectors %/
/* injector positions by eloment */
centez_inject_elem = rint( pci / dealz);
source _inject_elem = rint( psi / delz):
/* end of positioninc =/

/* Calculate the constants for the runs */

kiret'cs(N, p, t, D, k1, Ks, Kn, C_tot, kkU, ks0, kh0, Ea);




/* Call Zunction for the emperical injection F(z) */

injection(F, ai, delw, qc, qs, centezr_inject_elem, source_inject_elem,
N, dalz, Atw, p, t, Con);

/* Call function for the initial guessaes */

init_guess(ql, qc, qs, Lr, 11, N, =i, X, F, delz, Atw, C_tot,
x10 K.l m' D)'

/* Main body of program including the loop for the determination of the
values X and si */

max_del X = 200.:
mAX_ d.l si = 200.:

while (max_del_si > 0.0001*si(N) I! max_del_X > 0.0001*C_tot(1}) {

velocity(N, si, ql, Atw, X, F, delz, Lr, del_si, kl, Ks, Kh,
D, C_tot):

conv_diff (N, si, ql, Atw, X, F, delz, Llr, del_X, k1, Ks, Kh,
D, C_tot);

max_del X = fabs(del X([1]):
max_del_si = fabs(del_si[l]);:

for (i=2; i<e(N+l): 1++) (
if (fabs(del_si(i)) > max_del_si) {
_ max_del_si = fabs(del si(i]}):

1
if (fabs(cdel_X[i)) > max_del_X) {
max_del_X = fabs(del _X[i)):

)
}

£ile_out (N, C_tot, X, k1, Ks, Kh, delz, delw, pfirstw, nv, outer):
/* printf (™ THATS ALL FOLKS \n\n®); */
/* exit(2): */
} /* 19 loop */
sp = fopen(“sn_out dat®, "r";;
sncount = 0.0;
for (119 « 1; 119<=9; 119++) {
fscanf (sp,"%108", input):
sncount = sncount + atof (input);
}
printf(“sn = Sf£\n", sncount);
} /t end bracket */

/* in this subroutine the values for the reaction equation and
diffusion constant */

double kinetics(n, p, t, D, k1, Ks, Kh, C _tot, kk0, ka0, khO, Ea)
int n;

double p, t(301)}, D(301), k1(301), Ks(301), Kn(301:, C_tot(301);
double kkO, ksO, kh0, Ea;

/* p : total system pressure. */
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/* ¢ : system temperature. ./

double tR, k0O, Va, Vb, Ma, Mb, V, M, con, conl;
dut &;

/* Calculate the total concentration ¢/
/* From Jensen’s paper: Kh = (0.6 +/- 0.3) x 102 atm*~1/2 and
Ks » (0.7 +/- 0.1) x 10~5 atm*-1. The constant of the Arenhious
reaction equation is (1.6 +/- 0.4) x 10°9 mol/m*2/s8/atm. =/
/* Also place the terms in correct units with concentrations */
for {i=1;i<=(n+l):i+e) {

con = GC * t(4):

k0 = kkO*con: /* units mol*m/gm mole*sec */
k1(4) = kO* exp((-Ea)/((1.987e-3)*t[i])):

Ks(i) = ksO*con; /* units m~3/gm mole */

Khi{i] = khO*sqrt(con); /* units m*3/gm mole */
}

/* these are the values and calculation for the diffusion equation */

Va = 14.3; /* Atomic velums hydrogen */

Vb = 46.8: /* Atomic Volume silane */

Ma = 2,016; /* Moleculaxr weight of hydrogen %/
Mb = 32.1175; /* Molecular weight of silane %/

V = sq((pov(Va, (double) (1./3.)) + pow(Vb, (doubla) (1./3.)))):
M= sqrt( (1.0 / Ma) + (1.0 / M&) );

tor (isl;i<m(n+l);4i++) {

tR e (((t[1)-273.15)%9.0/5.0)+32) + 460.0:

D(4i] » .0063 * (pow(tR, (double) (3./2.)) / p) * ( M/ V ):
/* Convert D [ft*2/ hr] to [(m*"2/sec] */

conl = (1.0/3600.0) * (0.0929);

D(i] « D[i] * eonl:
}
) /* initialize the C_tot array */

for (iml:ice(n+l) d++) {
C_tot[i] = p / (GC * t(4)):
}
/* end of routine */

}

double injection(fl, ail, delwl, qcl, qsl, centezl, souzcel,
- n, delz, Atw, p ,t, con)

int n, centerl, souzrcel;

dcuble £1(301), aii, deiwl, qcl, qsl, delsz;

double Atw[301], p, t(301), con:

/* Define local variables */



L

double lic, lis, conl, £s3(301}), ¢£c(301):
int bnc, bna, errocc, erxors, 11, 42, 13;

/* constant function spraad over distance of spray */

/* estimate injection langth based on 60 sccm covers 20 wafers */
/* at 625 C and .250 torr */

conl = (con * delwl) / (6§0.0*(760.0/.250)*((625+273.15)/(25+4273.1%5))*
(1.0/(cu(100.0)))*(1.0/60.0)*
((.250/760)/(GC* (625+273.15))) / ail):

lic = conl * (qcl / ail);

1is = conl * (qsl / ail):

/* spread injection over injection length (lic and 1lis) */

bnc = centerl ~ flcor(lic / delz):
bns « sourcel - floor(lis / delz):

it (bnc <1 ) {
errorc = (1 -~ bne) + 1;
bnc = 1;

}

else
errorc = 1;

1¢ (bns < 1 ) {
errors =~ {1 - bns) + 1;
bng = 1;

}

else
arxore = 1;

/* £ind injection for center injector */

for (i1 = 1;: {l<e{n+l); d1le++) {
fc(i1) = 0.0;
£3(41) =~ 0.0:

}

12 = 1;
for (i1 = bnc: il<ecenterl; il++) {

fec(il) ~ (((2./(centezl-bnc+l))*qel)/ (centerl - bnec + 2)}* 42;
12 = L2 » 1;
}

/* £ind injection for source injector */

11 = 1;
for (12 = bns: i2<=gourcel; 12++) {

£8(42]) = (((2./(sourcel-bns+l))*qal)/‘sourcel - dns + 2)) * {1:
il = 41 + 1;

}

/* find injector amounts for all positions of the furnace */

£or (43 »1 ; 13<=(nel); 43++) {
£1(43) = fc(i3] + g£s(43):
}

/* relocate the injection sites from elements to nodes */
foxr (43 = 1; 43<=(n+l); 13++) {

£1(43) = £1(43) / delz:
}
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/* This function dafines the initial guess for the Newton-Raphson
sclution of the modsl */

double init_guessiql, qc, gs, Lr, 11, n, 8i, X, F, delz, Atw, C_tot,
k1, Ks, Kh, D)
int n;

double ql, q¢, qQs, Lr(301), 11, si(301], X

1301 F(301], delz, Acw(301]:
double C_tot(301], k1(301), Ks{301], Xh({39i!

1,
. D[(301):

/* local veriables */
int 4

double X_guess, V(301), react_rate, R{301), Q(301);
/* First calculate the constant X_silane */
/* 2ix X[} */
for (i=1; d<=(n+l); L++) {
X{L) = (1./2.;
X_guess = (1./2.);
/* calculate the velocity */
/* The constant reaction rate */

for (iml:ice(nel) rie+) {

react_rate = (k1[i]*X_gueas*C_tot[i])/(1+Ka[41)*X_queas*C_tot(i)
+Kh{i]*sqrt (C_tot(i)*(1. - X_quess))):
R{i) = Lr(i)*zeact_rate:
)
/* based on conservation of flow gsince the density ie constant s/

Q1) = ql + F[l]*delz;
V(1) = Q1) / (Atw{1l)*C_tot(1});

for (i=2; d<=n; i++) {
Qi) = Qli-1) + (R{i) + F(i])*dels:;
V{i] = Q4] / (Atw{i)*C_tot(i));

}

/* calculate si[] */

si(n+l) = (.0;

for (i=n; i>=1; 4i--)
8i(i) = sifi+l) « V(i)*del:z;

)

/* This program evaluates the Velocity equation for
the deposition of polysilicon in an annular diffusion furnace*/

/vcceeceocecececccececteeccetacecenceccecectcececeteeceet/

/* Starting the function velocity() »/

double velocity(n, si, ql, Atw, X, F, delr, lr, dsl_si, X1, Ks, Kh,




D, C_tot)
int n:
double delz, si[301), qQl, Atw[3C1), X(301), F{301], Lr(301}:
double dal_si(301), k1(301), Ks(301], Kh{301], D(301), C_tnc(301):

/* n: #0of nodes;
si{): ’‘0ld’ value of the potential, which is actually the
‘guessed’ si{] for the firat iteration. On return of
‘velocity ()’ sil) carries the new values of potential.
X[{): 4is the previously established corcentration profile.
in the first iteration it will ke the initial guess
values.

Fi): Injection arrey where F(i]) is the injected flow
into the ith element. Note ith slement is betwsen
nodes i and (i+l)., %/

{

/* Daclaration of the local varisbles */

double 8i_01d(301], si_new([301), X_old(301);

double R[§01],dR_by_dzl[301],zcnct~tltc, force(301], conl,con2,con3,cond;
double lower{301), uppesr([301). diag(301):

double dgtsl_():

int 4, 4info, npl:

/*ccccecceceeceeeeeceeccecececcecececececeeeeceeeceeecece/
/* Assign si[] to si_old{] for later use */

for(i=l;i<m(n+l);44+) {
si_old(i) = si[4]):
X_old(i) = X[4);

}

/¥ercceeseceececccccccecceeceeacecececcececececcecec®/
/* dR_by dai = dR/dsai at si_old */ :
/* react_rate is the reaction rate ¢/

for(iel; i<=(n+l); 1++) {
react_rate = (k1{i)*C_tot|1]*X_old[4i]}/(1. + Ke[{])*C_tot[4])"X old(4] +

Kh({i]*sqrt{C_tot[1)*(1.-X_old[i)))}:
R{i) = Lr(4{]*react_rate;

conl & (C_tot[i)*X _old(i))*(Ks(i)-(Kh([i]*pow(C_tot(4i]*(1.~X _old(i])),
{double) =0.5)}/2.):

con2 = (1.0 « Rs{ij*C_tot[Li)*X[i)+Kh(i])*sqre(C_tot{ij* (1. - X_old(1])})):

dR_by dai{i] = -1.*Lr[i])*(react_rate / D{i]}*(1.0 = conl/con2:}:

}

/*CCECEeCeCeesCeCtCCCaEteeCecECECECCCCCCCeCCCeecceecee®/
/* now let’s solve the potential equation */
/* Deafining the coefficient matrix */

/* for L = 1 #/

lower(l) = 0.0;
upper(l) = ~1.0*(2.0*Atw([2)*C tot(2])/delz)*(1.0/delz);
aiagl] = ((2.0*Atw(z]*C_totT2)/dels)*(1.0/delz) - (dR_by_dsi(1]));

/% for 1 = 2 to n-1 */

for (1=2;:i<=(n-1);4++){
lowar{i) = =1.0*(Atw({i]}*C_tot{i)/dalz)*/1.0/delz);
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upper (i) = =1.0%(Atw(i+1)*C tot[i+1l)/dels)*(1.0/dels);

diagii) = ((Atw(l)=C tot[i]7(lq(dolx))) + (Atw(i+l)*C_tot(i+1])/(sq(dels))) =
dR_by dsiTil):

}

/* for L = n */

lower [n) = -1.0*(Atw{n]*C_tot(n)/dels)*(1.0/delz):
upper(n] = 0.0;

diag{n) = ((Atw({n]*C_tot[n])/(sq(delz))) + (Atw(n+l)*C_tot(n+l)/(sq(delz))) -
dR_by_dsiTn)):

/* Defining the forcing function vertor */
/* for L =1 ¢/

con)l = 2.0%Atw(2)*C_tot(2)/dels:

con2 = 0.0;

cond = R[1) « F(1):

cond = 1.0 / del:z:

force[l] = conl*cond*(si_old(2) - si_old[l)) + con3 + 2*cond*ql:

/* for L = 2 to n-1 */

for (i=2;4<e(n-1):4i++) (

conl « 1.0 / delx;

con2 = (Atw(1]*C_tot(4)/delx):

cond = R(i) « F{4);

cond = (Atw(i+l)*C_tot(i+l]/delz);

force(i] = =1.0*con2*conl*(ai_old(i) - si_oldii-1]) +
{1.0*conl*cond) * (si_cld[i+l]) - 8i_old(4))+ con3;

}

/* for { = n %/

conl = (1.0/delz);

ccn2 = (Atw(n])*C_tot(n)/delx):

con3 = R{n}] <« F(n):

cond = (Atw(n+l)*C_tot[n+1l}/delz):

force(n] = -1.'con§'co?1'(ai_old[n) - 8i_old(n=1]) - cond*conl*(si_old(n}])
+ cony;

/* Now the LINPACK subroutine is called */

for (i=l;icapn;i++) |
lower{i-l] = lower{i):
diag(i-1) = diag(i):
upper (i-1] = upper(i):
force[i-1] = force(i):

lower(n] = 0.0:
diagin) = 0.0:
upper(n] = 0.0;
force[n] = 0.0;

npl = n;

dgtsl_<{(énpl, lower, diag, upper, force, &info):
/* check if golution found */

if ( info = C ) {

printf("\n Matrix is singular, info = %d\n",info):
exit(3):;

)



/* Assign the returned values of DGTSL to del_si
and find 8i{l{) at the new time step */

for (iel;:icen;i++){

del_si[i) = force(i-1);

sl _new(i] = 83i old(i] + del_si[i]);

si(i} = gi_new[i]:

/* printf("si{:d] Se X(%d] ee\n™, i,si(i],4,X(4)): */

}
si{n+l) « 0.0;

/*ecrcceecacceccccecececececcccucecceeccegecececeecescece/

)

/* This program evaluates the Convcction-Diffusion equatinn for ‘
the depciition of polysilicon in an sannular diffusion furnace*/

/*cececececceccecee cececeeescceesgeeeceeeececeeecceececececeececeececeer/
/* Latest version as of DEC.17th 1987, */

/* Starting the function conv_diff/) =/
/* We need to specify the values ’‘si’ for this function */

double conv_diff(n, si, ql, Atw, X, F, delz, Lz, del_X, kl, Ks,
N’\. DI C_tot)
int n:
double .elz, 82(301
double del_X(301],

Jo g, Atw([201), X{[2C1l), F{301], Lri({301;:
x1{301), Ks(301), Kh[301), D(301), C_tot!(301):
/* n: dof ele _uts: & of nodes is (n+J) going from 0 to n:
8i(): potential calculated in the function ‘velosity’for
the current time step:

X(]: ’‘o0ld’ concentration of Silane, which is actually the
‘gquessad’ X(] for the first iteration. On return of
‘conv_diff()’, X() carries the ’‘new’ values of Silane
concentration.

F{): Inje~ticn array where F[(i] ia the injacted flow
into the ith element. Note ith element is between
nodes { and (i+l). =/

{

/* Declaration of the local variables */

double X 01d(301) X_new([3Cl), X_tot(301), si_old{301}):
double Bi_4pl(301,;, Bipl_4(301), Bi_4im1(301), Biml_4{301);
double R(301],dR_by_dx(301),react_rate, force{301;:

double con.conl,con2,con3,cond;

double lower(301]), upper{301), diag(301):

double dgtsl_(), dberl_(), bp, bn:

int &, info;

/ *CCCCCCCCneCeCeeeCcecececceceaceeeeeeceecaececeececce*/
/* Assign X(] to X_old() for later use */

for(iel:ico(n+l) 44+)
X _old(§) = X(4);
8i_old(j) = sif4i);

}
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/* For { = 2, (n-1l), the B[]’s aze */
for(i=2; i<=s(n-1); 4++){

con = (si(i] = sif{i+1]))/ D[4]:
dberl (&con, &bp, &bn):
Bi_ipl(i) = bp * D[41]:;
Bipl_i(4i) = bn * D[4);

con = (si{i} - si{i-1])/ D(i):
dberl_(&con, &bp, &bn):
Bi_iml(i] = bp * D(4):
Biml_4(4i] = bn * D[i);

}

/*ccecceccecccecceacceecceceececececceccecececeecenececereccy/
/* now let’s solve the rurvection-diffusion equation */
/* Dafining the coeffici. . matrix =/

lower(l} = 0.0:
upper(l] « -(2.*Atw[2])*C_tot(2)/delz)*((Bi_1pl(1l))/delz):
diag{l] = (2.*Atw{z]*C tot[2]/dclr)'((Bip1 1(1))/delz)+dR_by_dx{1};

for ({e2;:i<m(n=1);{i++)(

lower(i] = ~(Atw([i]*C_tot(i)/delz)*(Di_iml{i))/delz;

upper (i) = -(Atv(i+1]'c tot[i+1)/dels) ¥ (BL _ipl(i}))/delz:;

diag(i) = ((Atw(i+l)*C tot{i+1]/dolz)'(aip1 i(1)/delz)+ (Atw(i])*C _tot[l}/delz)*
(Biml i[i]/delz) + dR_by_dX(4)):

}

/*cccccceccecceccececceaescececeacrcecececeececeeceecece”/
/* dR_by_dX = dR/dX ., .
/* :cact rate is the re . ction rate */
for(i=l; i<m(n+l); d++) {
react_cate = (k1{4)°C_vot[1]*X_01d(4])/(1. + Ka(i]}*C _tot(i)*X_old[i] +
Kh(1)*aqre(C_tot{i)*(T.-X_old(4)))):
R{4] = Lr(i]*react_rats:
conl = (Ks[i)*C_tot(i))=(Kn(i])*0.58*pow(C_tot(i)*(l.-X_old(i]), (double) -~0.5)):
con2 = 1. + Ks{i)°C_tot(i)*X_old(4i) + Khii]*eqrt(C_tot[i)*(1.~X_old(i]));
dR_by_dx(4i] = Lr(i)*react_ra.e*((1./X_old{i]) ~ (conl/con2)}:;
}
/*CCCCCCCECCCCCCCECCCECCCEECCeCeCecacteeeceeeseceeeeect/
/* Lat us evaluate the vectors B() wheres
Bi_ipl(i] = B[4i,1i+1]), etc. */
/* @ nocde 1 = 1, Qo {s introduced */
con = (sill) - si(2])/ D[1}):
dberl_(&con, &bp, &bn):
Bi_4ipl(1l) = bp * D(1l]:
Bipl_4(1) = bn * D(1]);
/* @ node L = n+l, si(n+¢l] = 0.0 =/
con = (si[n) - si(n-1))/ Din):
dberl_(écon, &bp, &bn);
Bi_iml(n] « bp * D(n}):
Biml_4(n) = bn * Dinj; |
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lower(n] = =(Atw(n]*C_tot(n)/delz)*(Bi_iml(n))/delez;

upper(n} = 0.0;

diag(n]) = ((Atw{n+1l)®C_tot(n+l}/delz)*(si_old(n)/delz) «+
(Atw({n}*C_tot{n)/delz)*(Biml_i(n)/celz) + dR_by_dX(n)):;

/* Defining the té:cinq function vector */

force(l) = (2.*Atw(2)*C_tot(2)/delz)*((Bi_ipl(1])*X_old[2]-Bipl_1i(1]*X_old(1])/
del?) = (R{1T - F(1)) + (2.*ql/delz);

for(iw2;i<w(n=-1);4++)(

force(i) = ((Atw(i+1l)*C_tot{i+l)/delr)
*((Bi ipl[i]'x old[1¢1]-81p1 if4)*x _0ld[i))/dels)
- (Atw[i]*C tot(i]/delz)
*((Biml_1({47*X_old(i]-Bi_iml({])*X_cld(4-1))/delz) = (R{1]-F[i])):

}

forco[n] « =(Atw(n+1]*C_tot(n+l)/delz)*(X_old/n)*si_old[n]/delz) =
Acw(n}*C_ tot{n)/delz)* ((Biml 1(n]'x _old(n}- 21~ Ami[n]}*X_old{n-1))/delz)
= (R{n) ~ F(n)):

for (de=l;i<mn;i+s+) {
lower (i~-1) = lower(i):
diag(i-1) = diag(i):
upper{i-1l) = upper{i}:
forca(i-l) = force[i):

lowerin) = 0.0;
disginj =« 0.0:
upper(n) = 0.0;
forceinj = 0.0:

/* Now the LINPACK subroutifie is called */

dgtsl_(&n, lower, diag, upper, force, &info):

if ( info != 0 ) {

printf("\n Matrix is singular, info = Ad\n",info):
exit (4):
)

/* Assign the returned values of DGISL to del_C
and find C(i) at the new time atep */

for(i=l:i<=n:4i++){

del %{i} = forceli-1});

X new({i] = X old(i] + del_X{i):

X[4) = X_new(ij:

/* printf("si[Vd] Ve X[%d] %e\n",d, sili),i, X[i)): */
}

X(n+l] = X(n):

/*eceececececeecececccececceccecceececececececeececeeccecec®/
)
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/* This subroutine finds the correct wafer gzowth rates and pumps them
to the file growth.dat */

double file_out(n, C_tot, X, ki, Ks, Kh, delz, delw, ptirstv, nw, outer)
int n, nw, outsr:

double C_tot(301), x([301), k1(301}, Xs(301), Kh{301), delw, del::
double pfirstw;

/® leccal variables */

FILE *sp, *spl;
int &, 3

double react_rate, wafer, X_prime, C_tot_prime, kl_prime, Ks_prime:
double Xh_prime, least():

sp = fopen("opt_growth.dat", ®w");
spl = fopen(“opt_con.dat®, "w");

fprint2(spl,".col node X\n");
for (i=l:i<enel; ;fes) ¢

fprintf (spl, "8d \t Se\n",i,X(1i])):
wafer = pfirstw;
4 e1;
while (j <= nw) {

i = floor(wafer/delz):

if (4 == 0 ) {

1= 1;
}

X_prime ® ((X{i+l] =~ X[1))/1.0) * (frac(wafer/delz)) Afd):

C_tot_prime = ((C_tot(iel) = C_tot{i}}/delz)* (frac(wafer/delz)) + C_tot(i):

k1l _prime = ((kl[i+l] - k1[4))/1.0)*(frac(wafer/delz)) + k1{i):
Ks_prime = ((Ks{i+l) = Ks[i])/1.0)*(frac(wafer/delz)) + Ks{i):
Kh_prime « ((Kh{i+l) - Kn[4))/1.0)*(frac(wafer/delz)) + Kh{i];
Teact_rate = (kl_prime*C_tot_prime*X_prime)/
1. + Ks_prime*C_tot_prime*X_prime + Fh_prime*
3qrt (C_tot _prime*(l.-X _prime))):

Teact_rate = react_rate*28.986+%(1./2.328)*(1./(cu(100)))*60.%1e10;
/* A/min */

i () == 20 ) {
fprintf (sp, "Vf\n", react _rate):

1f ( §J == 26 ) {
fprintft (sp, *3f\n", react_rate):

if ( == 35 ) {
fperintf (sp, “Sf£\n", react_rate):

12 ( § == 45 ) {




fprintf (sp, "VE\n",react_rate);

12 (== 55 |

fprintf (sp, "NI\n",react_rate);

Af (4 = 65 ) |

fprints (sp, "vf\n® zeact_rave):

i ()= 75)

{
tprintf (ap. “"VL\n®, react_rate);

12 (== 85 ) |

gprintf (sp, "$f\n", react_rate):

if (§ == 95)

{
fprintf (sp, "sf\n", react_rate):’

12 (3 == 105) |

forintf (sp, "VL\n",react_rate);

i (3 = 115 ) |

fprintf(sp, “"M\n",react_rate):

ig (4 == 124 |

tprintf (sp, "Vf\n", react_r&te);

i (3 = 230 ) {

tprintf (sp, "VE\n",Teact_rate):

j=3 4+
wafer ~ wafer + delw:
}

fclone(sp):;
tclose(spl):

lesst {outer);

/* end ¥/
}

/* varisnce solver */

double lsast{outer)
int outer;

FILE vepl, *3p2., *sp3, *fclose();
double c, am, ap, v, m[{15), pl(1S), sn, vp, VB

int &;
char iaput(100):

42 ( ovter =~ 1 ) {

1



spl = fopen(™l.dat", "r®);

)
4f ( outer == 2 ) {
spl = fopen("2.dat”, ")

}
42 ( outer = 3 ) {
spl = fopen("3.dat”, %)

}
4f ( outer = 4 ) |{
spl = fopen("4d.dat", "c®)

}
if ( outer == S ) {
spl = fopen("5.dat", "r®):

}
if ( cuter == 6 ) {
spl = fopen("6.dat", "®):

}
12 ( outer = 7 ) {
epl = fopen("7.dat", "z");

)
if ( outer — 8 )
N spl = fopen("8.dat", "t®);
}
if ( outer = 9 ) {
spl = fopen("9.dat™, "r*):

}

sp2 = !opcn('opt_QIOUth.dlt', L"),
sp3 = fopen("sn_out.dat®, "a%);

. /* input the measured values */
for (i=0;4i<=12;:4i++) {
gscanf (spl, "v10s", input);
m{i) = atof(input);
/% input the predicted values */
for (i=0;ic=2:i++) |

¢scanf (sp2,"v10s",input):
pli] = atof (input)’

}
/* solve for average */

am » 0.0;
ap = 0.0;

/* input the measured values */

for (i=1:ice=ll;ie+) |
am = am + miij;
ap = ap + p(i):

)}

am = am / 11.6:

ap = ap / 11.0:

/* solve for the variance */

ve0.0:
for (i=1;i<=11;4++) {
v ey + pow((plil-m(i]), (double) 2.0);

}
vev / 11.0;

/* gsolve for SN */
sn = =10 * 10qlO(v);

Savinefiand *f\n" an)

e msve v =g

fclose(8pl):
gclosa(spli:
fclose (sp3);



B.2 bernoulli.f

o000

SUBROUTINE dber (X,BP,DBP, BN,DBN)

THIS ROUTINE EVALUATES THE BERNOULLI FUNCTION
AND ITS DERIVATIVE FOR THE ARGUMENTS X AND -X

INPUT VARIABLE

X = ARGUMENT QOF THE BERNOULLI FUNCTION
OUTPUT VARIABLES:

ananoanooanaoaaoaaaaaoaannoaan

BP = BERNOULLI FUNCTION OF X
BN = BERNOULLI FUNCTION OF ~-X
DBP e DERIVATIVE OF BERNOULLI FUNCTION OF X
DBN @ DERIVATIVE OF BERNOULLI FUNCTION OF ~X
DATA:
XLIM « i10.*v(-ND)
EPS = 10.**(-NDIGIT)
ND e NUMBER OF ADMITTED ERRONEOQUS DIGITS
NDIGIT = NUMBER OF SIGNIFICANT DIGITS
) IMPLICIT DOUBLE PRECISION (A-H,0-2)
i DATA XLIM,EPS /0.01, 31.D-1S/
(o4
[of
c
(o Executable code.
o
Cc
c
AX=DABS (X)
c
[of COMPUTE THE ASYMPTOTIC VALUES OF THE BERNOULLI FUNCTION
A
IF(AX.GT.80.) THEN
IF(X.GT.0.) THEN
BP=0.
- DBP=0.
. BN=X
DBNe-1,
RETURN
ELSE
BP=-X
DBPw-1,
BN=0.
. DBN=0 .
g RETURN
END IF
END IF
c
Cc COMPUTE THE BERNOULLI FUNCTION IN THE INTERMEDIATE RANGE
[ad

IF(AX.GT.XLIM) THEN
ARG=DEXP (X)



ARG1eARG-1.

BP=X/ARGl

DBP= (ARG* (1.~X) -1.) /ARG1/ARG]l
ARG=) ./ARG

ARGl=ARG-1.

BNe-X/ARG1

DBNe (ARG (1.+4X) =).) /ARC1/ARG1

LLSE

EVALUATE THE EERNCULLI FUNCTION FOR SMALL VALUES OF THE ARGUMENT

Iel
Fpe=l.
TNel.
DFel.
GP=0.3
GN=0.5
DG=0.5
SIGN=1.

EVALUATZ THE TERMS OF THE SERIES

10 I=I+l

AI=DFLOAT (I)

SIGNe-SIGN

DF«DF*X/AI
. DGeCG*X*AY/ ((AI+1.)*(AI-1.})
. N FP=FP+DF

FNeFN+DEF*SIGCN

GP=GP+DG

GNeGH+DG*SIGN

IF (DABS (DG) .GT.EPS) GO T0 10

BP=l./FP

DBP=-GP/ (FP*FP)

BN=1./FN

DBN==GN/ (FN*FN)

END 1IF

RETURN
END
C

Conusnnas

c

SUBROUTIKE dberl (X,BP,BN)

C
C959558555855555555585595555555555559555555955855555885%

C

c Author : G.Baccazani,Univ. of Bologna

(od Version : 1.0

c Cats : Ccsober 23, 1984

C
C55555555595555555555555885595555555555555555555555888558
c

o

c

C This routine evaluates the Bernoulli function
c for the arguments X and -X

c

c

c

c Input variable W
o

C b4 = Argunent of ths Bernoulli function
[

c Qutput variadbles:

c
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BP e Bernoulli function of X
BN Bernoulli functicon of -X

DATA:

XLIM
EPS

N
NDIGIT

10.** (-ND)

10.** (-NDIGIT)

number of admitted erronecus digits
number of significant digits

000NN 00OO

IMPLICIT DOUBLE PRECISION (A-E,0-2)
DATA XLIM,EPS$/0.01D0, 1.D-15/

Executable code.

AX=DABS (X)

OO0 0000000

Compute the asymptotic values of the Bernoulli function.

IF (AX.GT.80.D0) THEN
IF(X.GT.0.D0) THEN
BP=0.D0
BN=X
RETURN
ELSE
BPe-X
BN=0.D0
RETORN

END IF

END IF
’ Compute the Bernoulli{ function in the intermediate ranges.

000

IF (AX.GT.XLIM) THEN
ARG =DEXP (X)
ARG1l=ARG-1.D0
BP eX/ARGl
ARG =1.DO/ARG
ARG1=ARG-1.D0
BN «-X/ARGl

ELSE

(e X X¢]

Evaluate the Bernoulli function for small valuas of the argqument,

I=1
FP=1.D0
FN=1.D0
DFe1.D0
GP=0.5DC
GN=0.5DC
DG=0.5D0
SIGN .DO

Evaluate the terms of the series.

o000

- 10 JeTl+l
AI=DFLOAT (I)
SIGN=~S5IGN
DF=DF *X/AL
FP~FP+DF
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FN=FN+DF*SIGN
IF (DABS (DF) .GT.EPS) GO T0O 10
BP«1.DO/FP
BN«1.DQ/FN
END IF
RETURN
END
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B.3 dgtsl.f

O subroutine dgtsl(n,c,d,e,b, info)
integer n,info
double precision c{(301),a(301),e(301),b(301)

dgtsl given a general tridiagonal matrix &nd a right haad
side wiil find the solution.

an entry

n integer
{s the order of the tridisgonal matzrix.

c doulble precision(n)
{s the subdiagonal of the tridiagonal matrix.
z{2! through ¢ (r}) should contain the subdiagcnal.
on outpual ¢ is destroyed.

d double precisicnin)
is the diagonal of the tridiagonal matrix.
on output d ias destroyed.

e double precis.on(n)
is the superdiagonal of the tridiagonal matrix.
e (1) through e(n-1) should contain the supeczdiagonal.
on output a is destroyed.

b double precision(n)
is the right hand side vector.

on return
b is the soluticn vesteor.

info integer
= 0 normal value.
= k 3f the k-th elament of the diagonal becomes
exactly zero. the subroutine returns when
chis is detected.

linpack. this version dated 08/14/78
jack dongarra, argonne national laboratery.

no externals
fortran dabs

internal variables

nOnnnﬂ()0000000000000n00000000\“10000000000000(!

integer k,kb, kpl, nml, nm2
double precision t

c begin block permitting ...exits to 100
[
info = 0
c(l) = d(l)
aml = n -1
if (nml .1lt. 1) go to 40
d{l) = e(1)
e(l) = 0.0d0
e{n) = 0.0d0
[
do 30 k = 1, nml
kpl = k + 1
c
¢ find the largest of the two rows
¢
if (dabeic(¥nl)) 1t dahelciVi}) an ¢t 10
c
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interchange row

t = c(kpl)

¢ (xpl) = c(k)
¢(k) o ¢

t = d(kpl)
d(kpl) = d(k)
d(k) = ¢t

t = e(kpl)

e (kpl) = a(k)
e(k) = ¢

t = b(kpl)
b(kpl) = b(k)
b(k) = ¢t

10 continue

zero elemants

no0n

i¢ (c(k) .ne. 0.0d0) go to 20
info = k

go to 100
20 continue
t = =c{kpl)/z(k)
. ¢(kpl) = d(kpl) + t*d(k)
) d(xpl) = e(kpl) + t*e(k)
@ (kpl} « 0.0d0
b(kpl) = b(kpl) + t*b(k)
30 continue
40 continue
1f (c(n) .ne. 0.0d0) go to 50
info = n
go to 90
$0 continue

back solve

0oo0o0n

nm2 = n - 2
b(n) = b{(n)/c(n)
if (n .eq. 1) go to 80
b(nml) = (b(nml) - d(nml)*h(n))/c(nml)
if (nm2 .lt. 1) go to 70
do 60 kb = 1, nm?2
Xk = nm2 - kb + 1
b(k) = (b(k) - d(k)*b‘k+l; - e(k)*b(k+2))/c(k)
60 continue
7% continus
80 continue
50 continue
100 continue
c
return
end




C Appendix C - Measurement Data Sheets




Matrixl.e

process date: 9/14/87
process temperatuse: 625 C
process pressure : .200 torrx
silane flows: 30/40/80 secem
injector positions: D/C/6.875in R of C
wafer top center bottom left right
id
20 3908.00 3919.00 3889.00 3945.00 3864.00
26 3911.00 4000.00 3982.00 3927.00 3990.00
33 4046.00 4003.00 400%5.00 4048.00 4012.00
45 4062.00 4013.00 4022.00 4053.00 4027.00
85 4134.00 4079.00 4118.00 4127.00 4125.00
65 4216.00 4185.00 4237.00 4219.00 4223.00
75 4400.00  42:6.00  4460.0C  4411.00 4400.00
85 4628.00 4634.00 4693.0C 4G53.00 4630.00
95 4658.00 4679.00 4844.00 4695.00 4668.00
108 4648.00 4668.00 4821.C0 4703.00 4650.00
115 4488.00 4478.00 4646.00 4621.00 4471.00
124 4205.00 4217.00 4271.00 4257.00 4177.00
130 3926.00 3929.00 3961.00 3952.00 3508.00
ave unif 0.97
center ave: 4237.000 +/~ 6.76
ave ave 4262.092 +/- 7.07
deposition time: 75.000 min.
average
wafer growth rate
id A/min
20 52.07
26 52.83
35 53.64
45 53.81
55 54.89
65 §6.21
75 58.L9
85 61.97
95 62.78
1085 62.64
115 60.54
124 56.34
130 52.47

ave

3905.00
3962.00
4022.080
4035.40
4116.60
4215.60
4394.00
4647.60
4708.80
4698.00
4540.30
4225 .40
3935.20

unig

0.78
1.0
0.56
0.%2
0.53
0.47
1.65
0.59
1.63
1.54
1.88
0.91
0.54




matrix2.e

process date: 9/16/87

process temparature: 625 C

process pressure : .200 torr

silane flows: 45/55/50 scem

injector positions: D/C/80875in R of C

wafer top center bottom left right ave unif
id
20 4023.00 4019.00 3984.00 4053.00 3950.00 4005.80 0.99
26 3966.00 4051.00 4023.00 3975.00 4028.00 4008.60 0.91
35 4040.00 3996.00 3990.00 4034.00 4002.00 4012.40 0.57
45 3978.00 3928.00 3936.00 3968.00 3951.00 3952.,20 0.53
55 3928.00 3898.00 3921.00 3914.00 3924.00 3917.00 0.30
65 3920.00 3907.00 3969.00 3913.00 3910.00 3929.80 0.64
75 3934.00 3934.00 4037.00 3934.00 3967.00 3961.20 1.13
85 3952.00 3937.00 4008.00 3967.00 3971.00 3967.00 0.67
95 3966.00 3961.00 4036.00 3986.00 3986.00 3987.00 0.74
105 3969.00 3998.00 226.00 4018.00 3993.00 4040.80 2.60
115 3907.00 3929.00 4087.00 3950.00 3933.00 3961.,20 1.82
124 3819.00 3935.00 3886.00 3851.00 3818 00 3842.00 0.73
230 3389.00 3396.00 3437.00 3413.00 3371.00 3401.20 0.7¢

ave unif : 0.95

center ave: 3906.846 +/- 4.19

ave ave : 3922.015 +/- 4.19

deposition time: 75.000 min

average
wafer growth rate
id A/min
20 53.42
26 $3.45
3s $3.50
45 $2.70
L) $2.23
65 $2.40
) 50.82
65 5¢.89
9¢ $3.26
.0¢ 53.88
il% $2.82
124 91.23
330 45.35
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matrix3.e

process date:
Process temperature:

process pressure

silane flows:

60/70/20

9/16/87

625 C
.200 torr

scom

injector positions: D/C/10.875in R of C
vafer top center bottom left right
id
20 4386.00 4277.00 4248.00 4288.00 4207.00
26 4206.00 4279.00 4264.00 4222.00 4272.00
3s 4264.00 4231.00 4223.00 4263.00 4232.00
45 4159.00 4096.00 4104.00 4160.00 4126.00
5SS 4004.00 3970.00 4011.00 3997.00 4011.00
65 3939.00 3927.00 4008.00 3837.00 3970.00
LE 3889.00 3899.00 4014.00 3885.00 3924.00
85 3826.00 3817.00 3844.00 3828.00 3829.00
95 3621.00 3470.00 3489.00 3621.00 3609.00
108 3397.00 33s2.00 3427.00 3426.00 3375.00
115 3269.00 3258.00 3385.00 3326.00 3254.00
124 3128.00 3138.00 3230.00 3199.00 31098.0C
130 3010.00 3013.00 3029.00 3022.00 2862.00
ave unif 1.17
center ave: 3748.231 +/- 11.96
ave ave 3770.077 +/- 11.73
deposition time: 75.000 min
average
wafer growth rate
id A/min
20 $7.08
26 86.65
35 $6.57
45 %5.05
55 §3.21
65 $2.75
75 $2.3C
85 91.05
83 47.49
105 45.27
115 43.98
124 42.14
130 39.83

82

ave

42t 20
4246.60
424’ .60
4129.00
3998.60
3656.20
3922.20
3828.80
3562.00
3395.40
3298.40
3160.80
2987.20

unif

1.55
0.1
.46
0.72
0.43
0.84
1.36
0.25
2.13
0.9¢6
1.1
1.62
2.36




matrix4

. ”

pcocess date:
process temperature:

prccass pressure

silane flows:

30/55/65

9/18/87

625

.250
sccm

o

teorr

injector positions: D/C/10.875in R nf C
wvafer top center bottom left right
id
20 3480.00 3470.00 3453.00 3620.02 3432.00
26 3453.00 3488.00 3487.00 3473.00 3602.00
35 3648.00 3478.00 3577.00 3642.00 3593.00
45 3635.00 3465.00 3475.00 3631.00 3484.00
55 3673.00 3625.00 3685.00 3675.00 3687.00
65 3831.00 3824.00 3874.00 3837.00 3845.00
75 3886.00 3883.00 4011.00 3889.00 3%06.00
85 3981.00 3946.00 4021.00 3%99.00 3990.00
95 4058.00 4026.00 4112.00 4088.00 4056 .00
1056 4211.00 4217.00 4456.00 4272.00 4209.00
115 4241.00 4271.00 4672.00 4425.00 4258.00
124 4142.00 4222.00 4642 .00 4260.00 4148.00
130 3948.00 3983.00 4100.00 4002.00 3945.0C
ave unif : 1.35
centexr ave: 3838.308 +/- 7.96
ave ave 3886.538 +/~ 8.02
deposition time: 75.000 min
average
vafar growth rate
id A/min
20 46.55
26 46.67
3s 47.83
45 47.3°
55 48.%2
65 §1.7
75 $52.20
85 33.17
95 54.24
105 56.97
115 58.31
124 $7.12
130 §3.27

33

ave

34°1.60
3500.60
3587.60
3538.00
3669.00
3842.20
3915.00
3987.40
4068.0C
4273.00
4373.40
4284.20
3995.60
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matrix5.e

process date: 9/16/87

process tamperature: 625 C

process pressure : .250 torr

silane flows: 45/70/35 scem

injector pcsitions: D/C/6.875in R

wafer top center bottom left ave
id
20 4147.00 4134.00 4087.00 4179.00 . 4117.80
26 4060.00 4171.00 4129.00 4089.00 . 4122.00
s 4159.00 4087.00 4084.00 4156.00 . 4116.40
45 4077.00 4017.00 4032.00 4065.00 . 4048.40
S5 4016.00 3981.00 4037.00 4008.00 . 4215.20
65 4007.00 4000.00 4120.00 4013.00 . 4039.40
s 4016.00 4035.00 4222.00 4022.00 . 4(76.80
85 3974.00 3971.00 4088.0) 4000.00 . 4009.00
95 3921.00 3829.00 4067.00 3957.00 . 3965.60
108 3836.00 3839.00 3946.00 3858.00 . 3852.80
115 3482.00 3464.00 3648.00 3620.00 . 3519.00
124 3267.00 3260.00 3327.00 3315.00 . 3285.00
130 3052.00 3043.00 30€7.00 3056.00 . 3051.60

ave unif : 1.20
center ave: 3840.846 +/~- 9.24
ave ave : 3865.308 +/- 9.02

deposition tima: 75.000 min
average

wafer growth rate

id A/min

20 54.90
26 54.9¢
35 $4.89
45 $3.98
55 53.54
65 53.86
75 54.%¢
8s 53.45
95 52.87
105 51,50
115 47.1y
124 43.80
130 40.69




matrixé
process date:
process temperature:
proress pressure
silane flows:

. @

9/21/87

625 C
H .25C torr

60/40/50 scom

injector positions: D/C/8.87Sin R of C
wafer top centeg bottem left right
id
20 4550.00 4547.00 44%4.00 4574.00 4444.00
26 4400.00 4529.00 4497.00 4428.00 4500.00
35 4486.00 4404.00 4393.00 4470.00 4424.00
45 4307.00 4213.00 4215.00 4268.00 4249.00
55 4106.00 4051.00 4085.00 40%91.00 4104.06
65 4056.00 4017.00 4080.00 4046.00 4063.00
75 4044.00 4025.00 4128.00 4041.C0 4062.00
85 4037.00 4007.00 4074.00 4044.00 4042.90
95 4043.00 4025.00 4125.00 4058.00 4054.00
105 4032.00 4073.00 4418.00 4079.00 4064.00
115 3953.00 3989.00 4201.00 4005.00 3988.00
124 3819.00 3844.00 3922.00 3860.0C 3830.00
130 3420.00 3427.00 3479%.00 3445.00 3425.00
ave unif 1.23
center ave: 4088.538 +/- 7,23
ave ave 4110.354¢ +/- 6.89
deposition time: 75.C00 min
average
wafer growth rate
id A/min
20 60.29
26 59.61
35 59.14
45 56.67
5% 54.50
65 54.03
75 54.13
8s 53.88
95 54.15
105 55.11
115 $3.70
124 $1.40
130 45.86

ave

4521.
4470
4435.
4250.
4087
4052.
4060.
4040.
4061.
4133.
4027.
3855.
3439.

80

.80

40
46

.40

40
00
80
00
20
20
00
20
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matrix?

process date: 9/21/87
process temperature: 625 C
process pressure : .350 torr
silane flows: 30/70/50 scem
injector positions: D/C/8.875in R of C
vafer top center bottom left right
id
20 3686.00 3661.00 3631.00 8710.00 3614.00
26 3624.00 3693.00 3684.00 3655.00 3713.00
35 3822.00 3667.00 3681.00 3820.00 3712.00
45 3736.00 3659.00 3701.00 3733.00 3721.00
$5 3846.00 3836.00 3383.00 3854.00 3875.00
65 3901.00 3903.00 4042.C0 3906.00 3982.00
75 3996.00 4024.00 4274.00 4016.00 4095.00
85 4059.00 4057.00 4216.00 4095.00 4129.00
95 4092.00 4080.00 4242.0C 4136.00 4153.00
108 4103.00 4170.00  4655.00 4210.00 4190.00
115 4010.00 4063.00 4437.00 4087.00 4068.00
124 3864.00 3883.00 4015.00 3906.00 3877.00
130 3449.00 3449.00 3484.00 3471.00  3461.00
ave unif 1.86
center ave: 3858.077 +/- 5.66
ave ave 3899.646 +/- 6.15
deposition time: 75.000 min
average
wafer growth rate
id A/min
20 48.81
26 48.98
35 49.87
45 49.47
5% $1.45
65 $2.62
7% 54.41
85 54.82
35 55.23
105 56.87
115 55.11
124 52.12
130 46.17

ave

3660.
3673.
3740.
3710.
3858.
3946.
4081,
4111
4142.
4265.
4133,
3909

3462,

40
80
40
00
80
80
00

.20

69
60
00

.00

80
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matrix8

process
process
process

silane flows:

wafer
id
20
26
3s
45
3]
65
75
85
95
105
115
124
130

ave uni
center
ave ave

date:
temperature:
pressure :
45/40/65
injector positions:
top center
4105.00 4093.00
3978.00 4051.00
4013.00  3955.00
3921.00 3876.00
3872.00 3845.00
3876.00 3861.00
3933.00 3916.00
4032.00 3996.0C
4132.00 4G97.00
4286.00 4408.00
4440.00 4624.00
42€0.00 4462.00
4045.00 4096.00
£ 1.47
ave: 4098.462

4114.785 +/- 5.76

9/23/87
625 C
.350 torr
scem
D/C/10.875in R
bottom left
4057.00 4135.00
4031.00 4000.00
3955.00 4013.00
3881.00 3918.00
3869.00 3872.90
3925.00 3896.00
4042.00 3940.00
4075.00 40597.00
4195.00 4184.00
4414.00 4492.00
4855.00 4641.00
4784.00 4620.00
4247.00 4134.0¢
+/=- €.06

of C

right

4031.

4044

4282
4064

deposition time:

wafer
id

20
26

75.000 min

average

growth rate

A/min

S4.
53.
53.
51.
51.
51.
52.
53.
S5.
58.
61.
59.
54.

46
51
10
99
55
88
78
84
29
66
43
75
90

87

00

.00
3976.
3901.
3873,
3896.
3961.
4036.
4127,
4396.
4476.

00
00
00
00
00
00
00
00
00

.00
.00

ave

4024.20
2(10.80
5032.40
3£99.49
3866.20
385C.80
3958.40
4027.80
4147.00
4399.20
4607.20
4481.60
4117.29

unif

.73
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matrix9.e

process date: 9/23/87

process temperature: 625 C

process pressure : .350 torr

silane flows: 60/55/35 scem .

injector positions: D/C/6.875in R of C

wafer top center bottom left right ave unif
id

20 4742.00 4734.00 4701.00 4768.00 4692.00 4727.40 0.66
26 4665.00 4699.00 4684.00 4676.00 4700.00 4684.80 0.32
35 4670.00 4637.00 4€37.00 4667.00 4651.00 4652.40 0.34

45 4273.00 4238.00 4246.00 4273.00 4267.00 4259 .40 0.38
55 4174.00 4097.00 4170.00 4167.00 4181.00 4157.80 0.83
65 4109.00 4060.00 4189.00 4121.00 4158.00 4127.40 1.19
75 4063.00 4059.00 4239.00 4088.00 4160.00 4121.80 1.87
85 3989.00 3967.00 4121.00 4019.00 4012.00 4021.60 1.47
95 3826.00 3927.00 4124.00 3988.00 3942.00 3981.40 2.10
105 3842.00 3843.00 3968.00 3873.00 3850.90 3875.20 1.38
115 3415.00 3406.00 3467.00 3452.00 3417.00 3431.40 0.77
124 3189.00 3172.00 3246.00 3232.00 3181.00 3203.60 1.04
130 3033.00 2668.00 3037.00 3036.00 #.3032.00 2961.20 5.54
ave unif 1.38
center ave: 3961.923 +/- 15.17
ave ave : 4015.800 +/~ 13.63

deposition time: 75.000 min

average
wafer growth rate
id A/min
20 63.03
26 62.46
35 62.C3
45 56.79
$S 55.44
65 55.03
75 54.96
8s 53.62
85 $3.03
105 $1.67
115 45.75
124 42.71
130 39.48

&8




optimized parameter run

process date: 12/4/87

process temperature: 625 C

process pressure : .200 torx

.silane flows: 45/40/65 scem

injector positions: D/C/8.875in R of C

wvafer top center bottom left right ave unig
id

20 3905.00 3887.00 3651.00 3976.00 3824.00 38B88.60 1.49
26 3872.00 3874.00 3862.G0 3828.00 3930.C0 3873.20 0.95
35 3885.00 3844.00 3849.00 3895.00 3855.00 3865.60 0.59
45 3861.00 3826.00 3832.00 3856.00 3845.00 3844.20 0.39

§S 3835.00 3700.00 3830.00 3842.00 3837.00 3808.80 1.60
65 3852.00 3827.00 3872.00 3852.00 3856.00 3851.80 0.42
15 3883.00 3869.00 3940.00 3884.00 3895.00 3894.20 0.70
85 3920.00 3899.00 3968.00 3962.00 3920.00 3933.80 0.76
95 3973.00 3960.00 4086.00 4035.00 3960.00 4002.80 1.40
108 3956.00 4010.00 4270.00 4065.00 3968.00 4053.80 3.16
115 3889.00 3894.00 4041.00 3985.00 3892.00 3340.20 1.76
124 3879.00 3822.00 3854.00 3850.00 3880.00 3857.00 0.62
130 3325.00 3312.00 3366.00 3400.00 3285.00 3337.60 1.36
ave unif : 1.17
center ave: 3824.923 +/- 4.47
ave ave : 3857.815 +/- 4.41

deposition time: 75.000 min

average
wafer growth rate
id A/min
20 $1.85
26 $1.64
3s S1.54
45 51.26
5% 50.78
65 51.36
75 51.92
8% 52.45
95 52,37
105 $4.05
115 52.54
124 $1.43
130 44.50
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